A LAGRANGE MULTIPLIER-BASED METHOD FOR STOKES-LINEARIZED
PORO-HYPERELASTIC INTERFACE PROBLEMS
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Abstract. We propose a model for the coupling between free fluid and a linearized poro-hyperelastic body. In this model, the Brinkman
equation is employed for fluid flow in the porous medium, incorporating inertial effects into the fluid dynamics. A generalized poromechanical
framework is used, incorporating fluid inertial effects in accordance with thermodynamic principles. We carry out the analysis of the unique
solvability of the governing equations, and the existence proof relies on an auxiliary multi-valued parabolic problem. We propose a Lagrange
multiplier-based mixed finite element method for its numerical approximation and show the well-posedness of both semi-and fully-discrete
problems. Then, a priori error estimates for both the semi- and fully-discrete schemes are derived. A series of numerical experiments is
presented to confirm the theoretical convergence rates, and we also employ the proposed monolithic scheme to simulate 2D physical phenomena
in geophysical fluids and biomechanics of the brain function.

Key words. Coupled poro-hyperelasticity /free-flow problem, saddle-point formulations, error estimates, mixed finite element methods.

AMS subject classifications. 65M30, 65M15.

1. Introduction. The interaction between a free-flowing fluid and a deformable porous medium presents a chal-
lenging multiphysics problem. The complexity arises from the disparate material properties across geometric interfaces,
and examples of such challenges widely exist in industrial problems, including groundwater flow in fractured aquifers, oil
and gas extraction, and filter design. These processes are also found in biomechanical applications such as perfused living
tissues [5], transport of lipids and drugs in blood vessel walls [7, 47, 26], water transport and drug delivery in the brain
[43, 45], and addressing ocular diseases like glaucoma [24, 38] or diagnosing fibrosis in the lungs [12].

There is an extensive literature on fluid poroelastic structure interaction (FPSI) problems, which exhibit features of both
coupled Stokes—Darcy interfacial flows [28, 32, 49, 37] and fluid structure interaction (FSI) [11, 30]. In FPSI scenarios, the
behavior of the free fluid is described by the Stokes (Navier—Stokes) equations, while the flow within deformable porous
media is governed by the Biot system of poroelasticity [13]. This system amalgamates an elasticity equation governing the
deformation of the elastic porous matrix with a Darcy flow model to account for the fluid mass conservation within the
pores. The coupling of the Stokes and Biot regions involves interface conditions ensuring the continuity of normal flux,
the Beavers—Joseph—Saffman (BJS) slip condition for tangential velocity, the balance of forces, and continuity of normal
stress. There exist typical difficulties in solving FPSI equations, such as nonlinearities of different types, the coupling of
multiple physical fields and constitutive constraints, possibly large deformations, multiscale and inertial effects in both
fluid and solid phases, among others. It is still challenging to construct and analyze stable and efficient numerical methods
for this type of problems. Some of the computational and theoretical issues in FPSI are also present in simpler Darcy—
Stokes equations or in FSI systems. One of the first theoretical studies of the Stokes—Biot model is provided in [41], where
well-posedness is demonstrated using semigroup methods. A numerical investigation is presented in [7], employing the
variational multiscale finite element method (FEM) and proposing both monolithic and iterative partitioned methods.
In [21], a non-iterative operator-splitting method is developed for the coupled Navier—Stokes-Biot model. Additionally,
readers are also referred to [20], where a loosely coupled partitioned approach is utilized based on Nitsche’s method. An
analysis of a Lagrange multiplier formulation for imposing normal flux continuity is provided in [4], and for an extension
to non-Newtonian fluids, see [2]. A Stokes—Biot model with a total pressure formulation, which does not require Lagrange
multipliers for the imposition of interface conditions, is studied in [38]. Well-posedness for a Stokes—Biot system with a
multilayered porous medium using Rothe’s method is obtained in [14].

More recently, researchers have focused on utilizing the framework of Biot theory with finite strain to develop general
poromechanics formulations [25, 48]. A thermodynamically consistent poromechanics formulation was introduced in
[25, 22]. In particular, [25] develops a model for the general case of large deformations, illustrating a mixture of fluid
and solid phases coexisting at every point in the computational domain. The nonlinearity of constitutive equations and
geometric nonlinearity resulting from large deformations were avoided in [22] by considering a linearized version of the
aforementioned poromechanic model under the assumption of small deformations. Such a model is known as linearized
poro-hyperelastic or generalized Biot model. The existence and uniqueness of strong and weak solutions for the generalized
Biot model are discussed in [10].

In this paper, our objective is to investigate the solvability of the Stokes-linearized poro-hyperelastic interface model.
We utilize the Brinkman model for fluid flow to ensure mass conservation within the pores, integrating viscous effects
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into the fluid dynamics in the poroelastic region [9]. Within this region, the fluid phase is strictly incompressible, while
the solid phase is nearly incompressible. The weighting coefficients in the linear combination of velocities depend on
the porosity of the material. This model presents a more precise alternative to the conventional Stokes—Biot model,
particularly suited for scenarios involving thermodynamically consistent phenomena and varying porosity. Notably, the
interface condition differs from that of the Stokes—Biot model.

We enforce continuity of the normal velocity on the interface by utilizing a Lagrange multiplier. The resulting weak
formulation fails to achieve a bound on the relative velocity in the energy norm using standard approaches in porous
media. Furthermore, it incorporates the time derivative of displacement within certain non-coercive terms, thus yielding
a time-dependent system that presents analytical challenges. To address these issues, we adopt an alternative formulation
of mixed elasticity, with the primary variables being elastic stress and structural velocity [41]. Consequently, the resulting
system exhibits a structure similar to degenerate evolution saddle-point problems. Following the methodology outlined
in [42], our analysis requires certain right-hand side terms to be zero, although, in typical applications, these terms
may not vanish. Thus, we reframe the problem as a parabolic-type system to circumvent this constraint. Using results
from classical semigroup theory for differential equations with monotone operators [40], we establish the existence of
a unique solution for the parabolic system. Subsequently, we demonstrate that this solution satisfies the alternative
formulation. Furthermore, we prove the uniqueness of the solution for the original formulation and provide a stability
bound. We then proceed to analyze the stability and error analysis of semi- and fully-discrete FE approximations of
the system. Specifically, we discretize the problem using finite differences in time and FEs in space. We address the
numerical stability of a numerical scheme based on the Taylor-Hood FE family for the approximation of relative velocity,
solid displacement, and pressure within the porous medium; both relative velocity and solid displacement are required
to have a degree of approximation higher than that of the pressure [9]. On the other hand, we employ Taylor-Hood,
MINTI, and (non-conforming) Crouzeix—Raviart FEs for fluid velocity and pressure approximation in the Stokes medium.
We establish appropriate discrete inf-sup conditions utilizing a conforming Lagrange multiplier discretization, that also
contribute to ensure accuracy across non-matching grids at the Stokes-generalized Biot interface. Further, we obtain
a sub-optimal convergence rate for the relative velocity and solid displacement, which is expected due to the lack of
achieving an error bound in the energy norm, as mentioned earlier. To the best of the authors’ knowledge, this work
represents a novel contribution to the field of theoretical and numerical partial differential equations in interface coupled
problems.

Outline of the paper. The rest of the paper is organized as follows. Section 2 establishes preliminaries and notations,
while we derive the mathematical model along with its weak formulation in Section 3. Section 4 is devoted to an alternative
formulation, necessary for the purpose of the analysis. In Section 5, we prove the well-posedness of both the alternative
and original formulations, along with the stability bounds for the original formulation. The semi-discrete approximation
and its well-posedness analysis are developed in Section 6. Section 7 presents the analysis for the fully discrete scheme. In
Section 8, some numerical experiments are provided to test the theoretical results regarding spatio-temporal convergence,
and we also simulate (i) a typical reservoir model with real data, (ii) a scenario with large displacements in the interface
and (iii) a simplified but physiologically accurate brain biomechanics problem. We conclude in Section 9 with a summary
of our results and state further extensions.

2. Notation and preliminaries. Throughout this manuscript, we utilize the classical Sobolev spaces L?((2)
and H'(Q), equipped with their respective norms || - ||r2(q) and || - [|g1(q). The L?-inner product is denoted as
(+,-), and for any arbitrary Hilbert space H, we represent the duality pairing with its dual space H' as (-, )m/ u.
For a positive function 1, we also consider the weighted Lebesgue spaces L?(£,%), defined by the norm ||f ||12p =
(i e = fﬂ f2pda. Also, we use the convention of denoting scalars, vectors, and tensors as a,a, and A, respec-
tively. Finally, we define the Bochner spaces LP(0,T; X) and L*°(0,T; X) for any Banach space X, with norms given by

(fOT |z(s)]|% ds) Y4 and supse(o,1) 17(8)||x, respectively. We consider weak time derivatives in WkP(0,T; X), defined as
{z € LP(0,T; X) : D*z € LP(0,T; X) for all n € N, < k}, where 1 < p < 0.

For the sake of simplicity, throughout the analysis, C' will denote a generic positive constant independent of the mesh
size h but possible dependent on the model parameters. We will also abuse notation by denoting € as an arbitrary
constant with different values at different occurrences, arising from the use of Young’s inequality. Additionally, whenever
an inequality holds for positive constants independent of the mesh size and dependent on the parameters, we will use
the symbols < or 2 and omit specific constants. The assumption of homogeneity in the boundary conditions is made
to simplify the subsequent analysis, as lifting operators have already been established [34]. Non-homogeneous boundary
conditions are utilized in the numerical tests in section 8.

3. Multiphysics formulation of the model problem. Let us consider a bounded Lipschitz domain Q c R¢,
d € {2, 3}, together with a partition into non-overlapping and connected subdomains (g, Qp representing zones occupied
by a free fluid region with flow governed by the Stokes equations and a poroelastic material governed by the general ther-
modynamically consistent linearized poro-hyperelastic system, respectively. The interface between the two subdomains
is denoted as % = 0Qg N ONp. The boundary of the domain (2 is separated in terms of the boundaries of two individual
subdomains, that is 092 = T's UT'p.



The free fluid region g is governed by the Stokes equations, with the primary variables being the Stokes fluid velocity
u? and the fluid pressure pS:

-V o‘? (u?,ps) = fq in Qg x (0,77, (3.1a)

V-uf =rg in Qg x (0,7], (3.1b)

where T' > 0 is the final time. Here e(ufc) = %(VU? + (Vu?)T) denotes the deformation strain tensor; U?(ufc,ps) =
Q/Lfe(u?) — p°I, stress tensor; fg € H™1(Qg), external load; g € L%(Qg), fluid source/sink; per, fluid viscosity.

The poroelastic region Qp is governed by the linearized poro-hyperelastic model (which includes viscoelastic properties),
with the primary variables being the fluid velocity w}, interstitial pressure p*, solid displacement y, and solid velocity

uP:
proouy — V- o (uf,p") —p"Vo + d)%}l (uf —ul) = profp + 0uf in Qp x (0,7, (3.2a)
(1=’ K '0p"” + V- (¢uf + (1 — p)uy) = p; 0 in Qp x (0, 7], (3.2b)
ps(1 =)ol =V o) (yg,p") —p"V(1 - ¢) — ¢?’k7" (uf —u)) = ps(1 - 9)fp in Qp x (0,77, (3.2¢)
uf = oyt in Qp x (0, 7). (3.2d)

The first equation is the conservation of momentum for the fluid phase, which turns out to be a generalized Stokes
law which incorporates the Brinkman effect; the second equation represents mass conservation; the third one is the
conservation of momentum of the solid phase and the last one relates solid displacement and velocity. The relevant
parameters are given by: ¢ = ¢(x), porosity; pys,ps, fluid/solid density; py, fluid viscosity; , permeability tensor;
fr € L2(Qp), external load; 6§ € L?(Qp), fluid source/sink; K, bulk modulus and A, up, Lamé parameters.

REMARK 3.1. The parameters ps, pg, b, Ap, Vp are assumed to be positive constants.

Let us now define stress tensors in the poroelastic sub-domain as
oy (uf,p") :=2upde (uf) —¢p"L o (y5,p") :=2me (yY) + MV -yl L ot (yi,p") =0 — (1 —¢)p"L (3.3)

We rewrite the aforementioned generalized Biot model using the relative velocity between the fluid and solid phases,
expressed as u, = u? — !, and also incorporate equations (3.2a) and (3.2¢) to transform (3.2c) into the total momentum
equation:

pro(Opul + 0ul) -V - 0'? (uy +ul,p") —p"Vo+ ¢2m;1ur —0(ul +ul) = profp in Qp x (0,77,
I in Qp x (0,7,

:ps(1_¢)fP+pf¢fP in QPX(O7T]>

Henceforth, we adopt the notation %, oy and o to denote o (uyp®), o (u; +uf,p") and o} (y£,p"), respectively.
The resulting model is then defined as

prd(Opul + Oul) — V- 0'? —pPVo + ¢2I€;1u,« —0(ul +ul)=profp in Qp x (0,77, (3.4a)
(1—¢)?K~'ap" +0,(V-uy.) + V- (puy) = p;'0 in Qp x (0,77, (3.4b)

prddiuy, + ppoyul —V-of — Vol — u, — Ou; = p,fp in Qp x (0,7, (3.4c)

ul = oyt in Qp x (0,7, (3.4d)

where p, = ps(1 — @) + ps¢ denotes the density of the saturated porous medium. This system is complemented by the
following set of boundary conditions

'U/?:O on T'gx (0,7, yP =4l =0 on TI'p x (0,7

Non-homogeneous displacement and velocity conditions can be handled in a standard way by adding suitable lifting
operators of the boundary data. The interface conditions on the fluid-poroelastic interface ¥ consist of mass conservation
(3.5a), fluid conservation (3.5b), balance of contact forces (3.5¢), and the Beavers-Joseph-Saffman (BJS) condition
modeling slip with friction (3.5d):

uf ns+ (Qyl +uy) np =0 on ¥ x (0,7, (3.5a)
— (0%ng) ‘ng = — (a'l;np) ‘np on ¥ x (0,77, (3.5b)
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a’fcns + crl;np +olnp=0 on ¥ x (0,77, (3.5¢)
— (o‘?ns) Ty = ,U/faBJS\/Zfl (u? - atyf) STy on X x (0,7, (3.5d)

where ng and np are the outward unit normal vectors to (s, and {2p, respectively, 77,1 < j < d — 1, is an orthogonal

system of unit tangent vectors on X, we denote Z; = (ksTys;) - Ty, and apys > 0 is an experimentally determined
friction coefficient.

As the Brinkman equation is used for porous media, the viscous term with respect to relative velocity in the porous
medium becomes significant. When we balance the conservation laws at the interface, terms such as

/ PTo'Jlfnpvf ds,
b))

(where Pr = I — np ® np represents the projection onto the tangent space), will occur on the interface. In order to
simplify the forthcoming analysis, we opt for requiring the following hypotheses:

1. (ProP)|ls =0 (Dirichlet boundary condition along tangential component),
2. (Pro f’I’LP)|2 =0 (Neumann boundary condition along tangential component, using that Pt = Pr),
3. 0'? (uf + uf,pp) np = —arPrvl on ¥ (Robin boundary condition along tangential component),

where ap is a positive constant. In this work we employ option 2 on the interface. We further set the initial conditions
pP(@,0) =p"0 (x), ¥, (2,0) =y,0(®), u (2,0)=uro(®), ug(@0)=mu.(z).
4. Weak formulation. We consider the following functional spaces
Vi={u} eH (Qg):u}=0onTs}, W;=L>Qs), V,={u, ¢H (Qp):u,=0o0nTlp},
W,=L*Qp), Vy={y, eH" (Qp):y =0onTp}, W,=L>Qp),
endowed with the standard norms. The weak formulation of the Stokes model reads: find (u?, p®) € V; x W such that
2py (s(u?),e(v?)) — (pS,V . v?) — (a‘?ns,vfc)g = <fSav§‘>Qs V’U? € Vy,
(@*, V- u}) = (rs,¢°)  VY¢® e Wy,
where (-,-)p denotes the duality pairing with respect to the L?(D) inner product.
On the other hand, the weak formulation for the poromechanics reads: find (y%,u!, pP, uF) in V, x V. x Wy, x Wyt

(prodeus,vy) + (prddeuy vy) — (ofnp, v7)s + 2up (¢e(uy), € (v7)) + 25 (d€ (uy) € (v)))
oMy, v)) = (7, V- (007) = (0w, 07) = (0, v7) = (profe,vr),
(1= @)K 0", q") + (¢, V- uf) + (", V- (9ul)) = (p70.4") .
(produy, w) + (ppOrug , wy) — (afnp, w)s + 2uy (pe(uy),e (wY)) + 25 (¢e (uy) & (wy))
—(oPnp,wh)s +2up( (y5),e (W) + 2 (V-yl, V-wh) — (7, V- wh) — (6ul, wh)
- (H’U,l:,'u)f) = (pp.fP7w§)a
—Pp (aty}; ’Uf) + pp (u§7 UE) =0,

P

for every test function (’ws vy, q" vl ) in Vg x V. x W, x Wy, with initial conditions

pP0)=p"0 y(0) =y.0, w (0) =vro, ul(0)=vs0,

and we note that the fourth equation is multiplied by p, to maintain the symmetry of the block system. We now define,
for all u?,'v? € Vyu,v € H'(Qp),yY, wl € V,, the operators and associated bilinear forms related to the Stokes,

Brinkman, and elasticity operators, respectively:
A Ve = Vi (AGug o) = af (uf, vF) = (2u5e(uf) € (vF)) o
Af HYQp) 5 HTY(Qp),  (Afu,v) = df (u,0) = (2upde (u) € (v)g,,

Jar
AT Ve= VG (Al wd) =af (v w)) = (2me (7)) e (w))) g, + (WY 9g, Vowl),

In addition, for all gs € Wy, qp € W), v? e Vi wh e vl vl € Vo w,{ € Wy, let us define the following bilinear forms

BS:V;— W, (stjsc,qs) = bs(v?,qs) =—(V- vjsc,qs),
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By iw) = W), (Biwy,q") = b (wy,
BY:V, =W, (Bjvy,q") =0bf (v,
Mﬁ:ws _>W/sv < vaC> (

q") =—(V-wy,q"),
q") = —(V - (¢v),q"),
;€)= (§w, ().

The interface terms present in the weak formulation are collected into

Is, = —(a?ns,v?)z — (a?np,wﬁ)}z —(oPnp,wh)s - (a?np,vf_))g.

Using the interface condition (3.5b) we set A := — (O'Sns) “ng = — (a’?np) -np on X, which is used as a Lagrange

multiplier to impose mass conservation on the interface. Utilizing the BJS condition and the balance of stress, we obtain
Is = /E(afnp)np(ns vf +np-vl +np-wh)ds - /Z(O'?’I’LP)Tf’j(Tf’j ~vh)ds

- /E(U?TLS)Tf,j (v} —wy) -7y ds

=:aBJs (ufaatyga'vf7 )erl“ (ufau’ ’U} )‘) VuJS‘7vJS‘€Vf?y1:7w1:€V€7

where in the last step we have used the hypothesis PTO'? np = 0 on X, together with the definitions

apss (u}, yl; v, wy Z/ ays\/ Z; yo) T (v —wl) 7T ds,

br (u?,uf,ws ;u) = <uf -ng + (ur +ws) -np,u>2.

We further define

d—1

2
’u]S” - yf BJS ‘= GBJS (ujsﬁyl:?ujs“ys ZUfOZBJSHZ 1 ( ys) ' va]”gz
j=1

Note that for br to be well-defined, it is necessary that A € A = (Vg -np|y)’, which is the space denoted as HO_OUZ(E).
This space contains all H—'/2 distributions that vanish at T'p = 0Qp \ ¥, and A = —(a?np) -np on X. However,

—(Uﬁnp) -np is not well defined on I'p. Hence we use the Lagrange multiplier space A = H~/2(X). With the bilinear
forms above we define the following operators
AR HY (Qs) - HY2(D),  (AFSu}, wl
ABIS H (0p) — HYA(D),  (ABSy!,wh
AR HY (Qg) » HY2(R),  (ARPuf, vf
Bf}p :Vf—>H1/2(E), (Bf,p'vjsc,u
Bp,l" : V’I" — H1/2(E)v <Bp,1"vr7,u y =
BS,F : Vs — H1/2(E)7 <Be,1—‘w§7ﬂ > =0r

where (-, -)s denotes the L?(X) inner product (in this case, of two H'/?(X) functions). See, e.g., [19].

For the sake of the forthcoming analysis, we use 0;y% instead of uf in the poroelastic region. Therefore we can
write the weak formulation of the model problem as: for ¢t € (0,77, find u?(t) € Vi, p3(t) € Wy, u,(t) € V,.,pP(t) €
Wy, yg (t) € Vi, v € W, and A(t) € A, such that p”(0) = p"°, 47 (0) = y, 0, ur(0) = ur0,us(0) = s, and for all
UJSC € Vf,qS e Wp,vl € V., q" e Wy, wh € V,, v € W, and p € A:

Ed, X () + HX (t) = L(t), (4.1)
where
ruS] [ Fus ] [0 0 AR 0 0 0 0]
u§ .Fui 0 Mps M9 T ‘A Moso 0 00
Yy Fyr 0 Moo AGP + ‘AP M,, 0 00
X=|ul|, L= 0 , E=|0 0 /\/lpp 0 0 0 0], (4.2a)
Ps Fys 0 0 0 0 Mug,e 00
K
p* Fpe 0 0 -BP 0 0 00
LA [ 0 00 —Ber 0 0 0 0




[ A+ APP 0 0 0 (B 0  (Byr)* ]
0 AL = Mo+ M2y 00 0 w?*(BI*
(AZ)* Af — Mo A7 0 0 (By)" (Ber)
H= 0 0 0 M, 0 0 0 : (4.2b)
-BS 0 0 0 0 0 0
0 -BY 0 0 0 0 0
~Bfr ~B,r 0 0 0 0 0 |

and we note that the matrix E + H yields a generalized saddle-point structure of the form

A BT
E+H_{—B C]’
where s BIS BJS
A= Af_M9+IC+MPf¢ _M9+Af Mpf¢
= AJ]?SJS,T A;’ — Mo+ M, AP+ ABIS 4 A?’ —My M, |’
0 0 —M,, M,
B 0 B

B 0 Wigi C Mugez 99

o 0 Bgl BS,F ’ B 0 00

00 0 0 00

4.1. Assumptions. We will make use of the following assumptions:

(H.1) The porosity ¢ is such that ¢,1/¢, (1 — ¢) and 1/(1 — ¢) belong to W*" () with s > d/r, see [9, Lemma 13] and

there exist two positive constants ¢ and ¢ such that 0 < ¢ < ¢ < ¢ < 1 almost everywhere in €.
(H.2) 0 represents a fluid sink.
(H.3) The permeability tensor is symmetric and positive-definite, i.e.,

3Ck > 0: (0°w 0y, 0)) 2 o) |50, VU €V,

From these assumptions, we obtain ellipticity properties that we use in both the well-posedness analysis and the energy
estimates. We point out that (H.2) is used to simplify the proof of existence and stability of solutions. However, it can
be relaxed by means of a more refined approach (exploiting an exponential scaling of the velocity and choose a scaling
factor). However in such a case the analysis turns out to be much more involved.

LEMMA 4.1. The following inequalities hold for a.e. t in [0,T]:

prllur ®)lloge < lur®llpyo < y/pdllur®llo.cn
pa(1 = Bllus®lloge < lus(®)llp.1-sy < /01 = &) us(®) o e

E=1 (1= 0)2[p" Olloe < 0" @)lla-gpx-1 < (/K711 = ¢)[Ip" (1)

0,Qp-

Proof. See [9] for a proof. d

REMARK 4.1. There are mainly two difficulties in analyzing this formulation directly. When applying standard ap-
proaches such as the Faedo—Galerkin method, it is not possible to obtain a bound on w, in the energy norm, and therefore
we cannot achieve weak convergence of the bilinear forms. Additionally, 0;y~ appears in several non-coercive terms com-
plicating further the analysis of the direct formulation. Consequently, we concentrate on an equivalent mized formulation.

REMARK 4.2. The mized formulation is solely used to establish existence of solution, whereas we will provide proofs for
uniqueness, stability, and error bounds using the original formulation. The equivalence of the two formulations will be
addressed in Section 5.2.

4.2. Mixed formulation. Following the approach from [41], we consider a mixed elasticity formulation with the
structure velocity and elastic stress as primary variables. Let us recall the inverse stress-strain relation

Ao = e(yh), (4.3)

where A is a symmetric and positive definite compliance tensor. In the isotropic case A has the form

1 A . -
Ao = . (a— 2Mp_:d)\ptr(o)1>, with A™"e = 2pe + Ay tr () L.
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The regularity of the displacement implies that the functional space for the elastic stress is Z = Lfym (Q2p) with the norm

ol = Z?jzl ”(U)W'H(%,QP' The derivation of the mixed formulation handles (3.4¢) in a different manner. We still test

this equation, as before, against v{ € V and integrate by parts, but we use the constitutive relation (3.3). This yields

—/ ob Vol dx = / (0:e(vl)—(1—¢)p°V-vl) de — / ofnp vl ds.
Qp Qp z

We eliminate the displacement y% from the system by differentiating (4.3) in time and writing u! instead of 9;y% € V.
Multiplication by a test function T € Z gives

/ (Aata:‘r—e(ug) 1) de =0.
Qp

The rest of the equations are handled in the same way as in the original weak formulation, resulting in the same functionals

and interfacial terms. Next, we define the following bilinear forms bgg(-, ):VexZ—Randal(-,): ZxZ—Rby

bgg (uf,T) = (e(usp),‘r)gp, ag(a,‘r) = (AO',T)QP ,
and then proceed to group the trial and test spaces and functions in the following manner
i = (u),ul uf), o:= (v, vl 0f) € V=V, xXyxVy,
7=, 05N), 7= ("% n) €Qi=W,xZxW;xA,
and use the following norms

ldlly = lw v, + lulllv, +llufllv,. 15l = 1271w, + lollz + [ lw, + Al

With this, the weak formulation is written as a degenerate mixed evolution problem

%Elﬁ(t) + Ad(t) + B'p(t) = f(t) in V', (4.4a)
%Egﬁ(t) — Bii(t) + Cp(t) = g(t) in @', (4.4D)

where the operators A: V =V B:V 5 Q',C:0Q — Q& :V = V', & :Q — @, and the functionals fe \7’,g eq
are defined as follows (where we are also using the notation (BL,-1,-2) = b5, (-1,2)):

.Al; —My+K — My + .A? 0 BZ 0 0 Bf’p
A= —My+ AY My + A7+ ADS (AFS) , B=|BY B, 0 By |,
0 AT A+ AR 0 0 BS Ber
rrofe g My, Mys 0 M(kg)?l«l /\EA 8 8
C=[0lys, F=1| rofp |, 9= rs |7 S = Mp,p My, 0 |, &= 0 o 0 0
Is 0 0 0 0 0 0 0 0

5. Well-posedness of the model. We focus first on the analysis of the mixed formulation (4.4).

5.1. Existence and uniqueness of a solution of the mixed formulation. We start with exploring important
properties of the operators introduced in the previous section.

LEMMA 5.1. Under Assumptions (H.1)-(H.3), the linear operators A, & and & are continuous and monotone.

Proof. From Cauchy-Schwarz and Young inequalities, there exist constants C¢, Cy, C;., Cpyg > 0 such that

aj(u},v$) < Cflluf|1,06lvf0s,

ay(ug,v)) —me(uy, vy) < Csllu |l1,00 1107 1,06,

ay(uy,vy) = mg(uy, v)) +mgz e (uy,07) < Ol [[1,00 07 11,00,
apys(uf, ug;v%,v7) < Cpgs ([[uflluos + 6y lues) ([0F 108 + 107100

where we have also used the trace inequality. Thus we have that A, & and & are continuous:

(A, ¥) = a} (uf,v5) + i (uy,vf) +df (uy, o)) + a5 (ul, o)) +af (ul,v}) + apss (u, ul; v}, vh)
—mp(u,,vy) —mg(uy,v)) —me(uy, v)) —me(u;,v;) + mgz ) (uy, vy)
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< O]l 19]lv
(&1, 0) = (prouy,v5) + (pput ,vY) + (prou, ,v)) + (prous ,vy)) < Clli)l17]y,
(&0, @) = ((1 — )’ K~ 'p” P) ap T (Ao, mp)q, < Clplgldls

On the other hand, there exist positive constants ay, o, o, such that

a (v?,v?) > o va||1 Qs
ay(vy,vy) - me(vfyvf) > agl[v] 1% ap
af (vy,v)) — mg(vy.,vy) + mge e (vy,v)) > o
agys (v}, wh;v§, w) > prapis Kl (v —wh) [s, d

where we have used Kérn’s inequality [17] and the assumptions in Section 4.1. Therefore A is monotone. In addition, the
monotonicity of &1, &, follows straightforwardly from

(£10,7) = + (1= 0)psllv [ 0p  (E22.0) = (1= K273 o, + |AY273 g -

LEMMA 5.2. The operator B and its adjoint B* are bounded and continuous.

Proof. For all 4 = (vl vP vf)€Vandq—(q T, > ,u)GQwehave

(B(Y),q) = S (vfc,qs) +bF (’UE,(]P) + b? (vrp,qP) + bgg ( ) + br (vjsc,vfmsp;u)
< C (Iv}l1,0slle> o, + ||vf||1,9p\|qpllo,np
HoFlnoslull-1/2s + o7 eellel-1/2s + 1107 1100 1] -1/2,5)

< Cl3lle |l

which completes the proof. 0
The next result establishes the Ladyzhenskaya—Babuska—Brezzi (LBB) condition for the mixed form.

LEMMA 5.3. There ezists a constant £ (€2) > 0 such that

: 0% (v}, ¢°) + by (407, q")
inf sup 5 5 3
(00 0)<G (o7 0ty 10070, [ 14 0,45, 0) 5

> &1 > 0.

Proof. This is proven by using the usual inf-sup condition for the Stokes problem [15] and the weighted inf-sup condition
in [9, Lemma 14]. d

LEMMA 5.4. There is a constant £2(Q) > 0, such that

br(vy,0,v%; 1)
inf sup S
000G (7 0.0%)ev (075 0,03)[l11(0,0,0, 1)l 5

> & > 0.

Proof. Thanks to the Riesz representation theorem, for a given p € H~Y2(2) there exists £ e HY/? (X) and ng
sufficiently smooth such that |[£||1 /2,5 = [|it[|—1/2,5. Let us consider the following auxiliary Stokes problem

—Avy+V(=0 in Qg,
V-vy=0 in Qg, (5.1)

vy =0 onlg, and 'fszgnS on X.
Thanks to [31], we can assert that there exists a unique velocity solution to (5.1), for which there holds
1o5ll0s S I€nslliyee SHEl2s  and  [[ogllLas S lull-1/2., (5.2)

and so vy € H(Qs) = {UJSC € H'(Qs) : vs|s = Eng}. In this way, we can choose v2 = 0 and write it as

br (v, 0,v%; 1 O - e - s ks
sup F< f ) > <vf nSsz>E _ <§nSA nSv.u>E _ <A€7.u>2 _ H A| 1/2,8 252”#’”—1/2,2’
(v 005)ev (070,99 ~11(0,0,v})]y | | 101,05
where we have used (5.2) and hence this concludes the result. a

8



LEMMA 5.5. There exist constants £3(£2),&4(2) > 0, such that

bt (U T)

sig

inf sup > &3, (5.3a)

(0.02,0)€V (0.70.0)eg (0,05, 0)[l5[1(0,7,0,0) 5
b5 (v5, %) + b (vF,q") +br (vrp,v?,O;u)
inf sup

(670,051 €G (uF 0,05 )€V I}, 0,vH)l51l(q", 0,45 Nl

> &a. (5.3b)

Proof. Let 0 # (0,vF,0) € V be given. We choose 7 = e(vF), and using Kérn’s inequality [17], we obtain

bslig (U T) _ ||€(’US)HO Qp
| le(vE)lo.0

0.0
Therefore, (5.3a) holds. Combining Lemmas 5.3 and 5.4 implies the result stated in (5.3b).

= lle()lloge > &llv 1.

COROLLARY 5.6. There exists a constant £5(2) > 0, such that

inf sup —————="— {B(®).0)

= > &s.
7cG sev 19I5 11 5
Proof. The statement follows from Lemma 5.5 by simply taking vt = 0. |

The following result (cf. [40, Theorem 6.1(b)]) is used to establish the existence of a solution to (4.4).

THEOREM 5.7. Let the linear, symmetric and monotone operator N be given for the real vector space E to its algebraic
dual E*, and let E} be the Hilbert space which is the dual of E with the seminorm

|z, = (Nz,z)'/2, zeE.

Let M* C E x Ej be a relation with domain D = {x € E : M*(x) # 0}. Assume that M* is monotone and
Rg(N + M*) = Ej. Then, for each ug € D and for each f € W1 (0,T; E}), there is a solution u of

%(Nu(t)) F M (u(t)) 3 f(t), 0<t<T,

with Nu € WH> (0, T; E}), u(t) € D for all 0 <t < T, and Nu(0) = Nug.

Note first that the seminorm induced by €1 is |9]Z, = prollvy + 05§ o, + (1= @)ps[[v5 15 oy is equivalent to [[v)[|3 ¢, +
vP||2 .. We denote by W, 5, W5 W, 5 and Zs the closure of V,., V,, W, and Z with respect to the norms
s 110,Qp Y 25 s P, s y Wp 1%

1—¢)?
T s 1 A (e e I e
Q
’ (5.4)
Let S := W, 2 x W, o x W, 2 X Zy. We introduce the inner product (-,-)s, by
((uP ’U,é 7p U) (UP vé vq T)) (,Of¢'U/T ) Uy ) (pf¢ur7v ) Op + (pfqﬁufavf)gp
+ (pp U, §>QP + (( - (b) K~ 1pP7qP)QP + (AO'7T)QP .
Next we define the domain D C S, as
= {(uf,uf,pp7a) EV,. xXyxW,xZ: for (fg,rs) € (V},W}) , 3 (u?,ps,)\) €Vyx Wy xAst.
Y(3,5) € V x @ : (5.6a)~(5.6¢) holds for some (fr, f, Gp, Ge) € Sh}, (5.5)
associated with the following set of equations
af (uf,v}) + af (u;, v)) +ayf (uw),v7) +af (u],07) +aj (u],v)) +apss (uf, ulsvf,07) +6° (05, %)
+ bf ('vf,p ) + bP (gbvr , D ) + br (vf,v v )\) m(g(uP ’UP) - mg(uf,vf) — m@(uP 'vP) - mg(uf,vf)
+m¢2/,{(uf, )+mﬂf¢( ) S)+mpp(up v )+mpf¢( v vf)""mpﬂb(u )+b§;g ('U 0')
— (ppFor o), + (9100 08 ), + (0185 F ) + (0765 0F) g + (05 ) (5.6)
(1=K "p",q") g, — b5 (ul,q") = bf (¢ur,q ) =% (u},¢°) +a, (o,7) — bflg (ug,7)
= (rs,q ), (1=K 195,07 ) + (AGe, T)g, (5.6b)
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br (u?, uy,ul;p) =0. (5.6¢)

It is important to remark that the definitions of S and I imply that, in order to apply Theorem 5.7 to problem (4.4a)-
(4.4b), we require fg = 0 and rs = 0. To avoid this restriction we employ a translation argument (cf. [42]) that permits
us to rewrite (5.6a)-(5.6¢) in the following operator form

(E+ATG+BF=Ff iV, (5.7a)
—Bo+&p=§ inQ, (5.7b)

where (£,5) = (s for £5) + (32 Ges 75, 0)) € V! x @,

We also stress that there may be more than one (f;, fs, gy, ge) € S} that generate the same (ul
view of this, we introduce the multivalued operator M(:) with domain D defined by

M ((uf,ul‘;,pp,d)> = {(f?“ - ual?a.fs - USagp _ppvge - 0') € SI2 : (ufaul‘;app7o’> solves (56) for (fr7f8agp7ge) € S }
(5.8)

P ué,p 0') €D. In

Consider the following problem: given h, € W (0,T; W, ,), hy € W (0,T; W/, ,), h, € W (0,T; W) ,) and
he € WH(0,T; Z%), find (uf, ul pt, 0') € D satisfying

e WY

u t ust S t

@l Fo | M o |7 me | >
(1) o(t) )

Using Theorem 5.7, we can show that the problem (4.4) is well-posed.

THEOREM 5.8. Suppose (H.1)—(H.3). For each fg € lel(O,T;V}),fp e Whi(0,T;L2(Qp)),rs € WHL(0,T; W}),
0 € WHH0,T;W)), and p*(0) = p° e Wp,J(O) A e (y,0) € Z,ul (0) = uppo € Vi, ul (0) = uso € Xy, there eists
a solution of (4.4) with (u},p%,u;,p¥ uf, o)) € L= (0,T;Vy) x L= (0,T; W) x Wh>(0,T;V,)x W (0,T; W,) x
Whee (0, T; Vy) x WHee (0, T;Z) x L>(0,T; A).

To prove Theorem 5.8 we proceed in the following manner. Step 1: Establish that the domain I defined above is
nonempty; Step 2: Show solvability of the parabolic problem (5.9); and Step 3: Show that the original problem (4.4) is
a special case of (5.9). We address each step in what follows.

Step 1: The domain D is nonempty. We begin with a number of preliminary results used in the proof. We first
introduce operators that will be used to regularize the problem. Let Ry : Xg — X/, R, : V., = VI Ly : W; — W]’c,
L, : W, — W, be defined by
(Rs (ul:) ’UE> =T (UI:>UE) = (5 (ul:) ’E(UE))QP ) <Rr(uf)v 'Uf) =Tr (u7 f) = ( ( ) ( ))QP )
(Ly (0°).d%) =15 (0°,6°) = (0°.0%) g, (Lp (P7)2d") =0 (07,47) = (0",d")g,
LEMMA 5.9. The operators Rs, R, Ly, and L, are bounded, continuous, and coercive.

Proof. The operators satisfy the following continuity and coercivity bounds:

(Rs (ug) ,v0) S llugllnapllvs o and (R, (ug),ul) 2 [uglfo,  Vuy, vy € Xy,
(Re(uy),vp) S llwy e llvr loe and  (Re(uy),uy) 2 Vu, vy € V,,
(Ly 0°),4°) S 1P llo.aslld®loes and  (Lf (0°),0°) 2 10°6.0s  WP°,4° € Wy,

(Ly (p7),4") S " and (L, ("), 0") 2 1P o~ VP©.¢" € W,

The coercivity bounds follow directly from the definitions, using Koérn’s inequality [17] for R, whereas the continuity
bounds follow from Cauchy—Schwarz and Young’s inequalities. ]

For the regularization of the Lagrange multiplier, let /(\) € H* (Qp) be the solution of the auxiliary problem
V-VY(A) =0 in  Qp,
ViY(A)-n=X on3, PA)=0 onIp.

Note that the solution depends continuously on data, and the trace continuity imply that there exist positive constants
c¢* and C*, such that

CeMlhee < IAM1/2,5 < CH[RMhe- (5.10)
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LEMMA 5.10. The operator Ly : A — A, defined as

(LA €) = IN(A, €)= (V(A), Vi (€))ap,

is continuous and coercive.

Proof. Tt follows from (5.10) that there exist positive constants ¢* and C* such that

(LN €) S CH M=o sli€l-1jomy (LaAX) 2 A2 ne,  YAEEA O

In order to establish that D is nonempty we first show that there exists a solution to a regularization of (5.6a)-(5.6¢) and
then send the regularization parameter to zero.

LEMMA 5.11. The domain D specified by (5.5) is nonempty.
Proof. We follow four steps.
1. Regularization of (5.7a)-(5.7b): For g = (vf’i,vg’i,vfc’i) eEV,§ = (qP’i,Ti,qS’i,ui) € §,i = 1,2, define the
operators R : V =V and £ : @ — Q” as
(RE',4%) = (Ry(v]"),v]?) + (R, (v])

0% =rg (5 v0%) 4y (v v 7))
(Lq", %) = (Ls(@>"), > + (Lp(d™"), ¢"

2+ (Lr (0, 1% =1y (5, ¢%2) + 1, (67, ¢72) + Ir (p', 1?)

For € > 0, consider the regularized problem: given f € \7’,{7 € Q_", determine ¥, € \7, de € Q satisfying

— —

(R+E+AT+BG=f i V, (5.11a)
—BU.+ (eL+&)g.=g in Q. (5.11Db)

2. Existence of unique solution of (5.11a)-(5.11b): Introduce the operator O : V x @ — (V x @)’ defined as

o v\ [ eR+&E+A B’ )
q ) -B eL+ & q |’
From Lemmas 5.1-5.2 it can be shown that O is bounded and continuous. Additionally, leveraging Lemmas 5.1 and 5.10,
Assumptions in Section 4.1, and the inequality

— (§a,a) — (§b,b) < 2(&a,b) < (§a,a) + (€D, D), (5.12)

we can conclude that

(0(Z)(Z)) = ere (008 + en, (98.08) +.5 (05,05) +F (0F.08) + 4§ (oF,07) + af (oF 0?)

q
S P P P

+a1;- (vp P) + aBys (v?,v}:;vf,vl:) - mg(vr,vf) — myg(v; ,vlj) — mg (v, ,vf)

— mg (v}, L) + Mgz (vr,v7) + (L= ¢)°K ", ¢") +a), (7.7) + ey (¢, ¢°)

+ely (47,47) +elr(p, 1) + (provy v)) g (pf¢vs,v )ap + (provs,v)) o + (ppvl 03 ) g
> C (elle@])IE g, + elle@)3

Ky el o+ 10 B, ) - (5.13)

s
+||UP||OQP+|'Uf ‘1:|B‘]S+||E(vf)”g,ﬂs

+ 117118 p
It follows that O is coercive. Thus, an application of the Lax—Miligram Lemma establishes the existence of a solution
(i 5) € V x G of (5.11a)-(5.11b), where i, = (uf,ul,, u§, ) and . = (bF, e, b, Ao).
3. Uniform boundedness: From inequality (5.13) and (5.11a)-(5.11b), we have that
2
+ ||u§,e||%,ﬂs + |u§,e - u}:,e|BJS + ||u’ll:"),6||[2)7QP
+ellpl 5 0s + (L= 0K P13 0p + 6t clf o + el Al Fi-1/2s)

<C (HTSHO as 2 lo.0s + 1 fsllo.oe s clloge + I frlloge lurelloon + 1 lloon s cllo.r
+ fsllo.ee llur. + [19ello.cp lloe +IFsll-r0n luf llios) - (5.14)

6”“71:”,6”%,(219 + 6||uls:),e ?

+ o2

+ l1pllo.cr llpE

On the other hand, as a consequence of (5.6b), it follows that o, and v, . satisfy

ap (@, 7) = by (uf7) = (AGe, T)q, VT EZ.
11



Therefore, applying the inf-sup condition (5.3a), we obtain:

b (ul T al (0., 7) — (AG,., T
uf o S sup LA sup p (OeT) = (A5, 7)
' (0,7,0,0€3 H(O,T,O,O)HQ’ (0,7,0,00€G ”(0777070)”@

Q _
= Slloello.or + [1gello.or- (5.15)

Combining (5.14) and (5.15), and using Young’s inequality, we obtain

2
||u§,€||%,ﬂp + 6””56”%7913 + ||u£e||8,ﬂp + ||u§,e”iﬂs + |’u’§,e - UEE|BJS
+lurelsa + loelfap +elpfl as + (1= 02K IpE I8 ap + el AellZ1 /o5
0,Qp T ||fr|\%,9p + ||fs\|§,ﬂp + ||£7e|\3,9p + ||fs||31,ﬂs)

< C (lIrsllo.os 1 llo.as + 190,00 I

1 S
+ 5 (Ieflae + el o + e clf o + o)

from which it follows that

(2),Qp
lo.asllPello.s + 19pllo.00 [PF llo.0e + 1113 0 + 1716 0p + 1965 0p + 1F51% 1,00 (5.16)

2
||uls:),e||§,ﬂp + 6””71?,6”%,913 + ||'u’§,e||%,Qs + ’u?,e - u}:,e’BJS + ||'u’7F",e (2),Qp + ||u1.:,e| (2),Qp + ||o-€

S llrs
To obtain bounds for p¥, p%, and A, we use (5.3b). With p= (pf, 0,p°, )\E) € Cj, we have

S
IPello.s + 1< llo.ce + IAell-1/2:5
<o sy LWRP) Y @F P + (vl v) 02

(vf,O,vJSc)e\_'i ‘|(U$70av§f)H\7

S ellurcllion + l1uf o + lul llee + [uf o —ul |y g + lud oo + 1w Joge + 1 flloge + [ £sll-1as- (517)

Employing again Young’s inequality, (5.16), and (5.17), we arrive at
2
%,Qp + ”u?,e”iﬂs + ‘u%e - u}:,e‘BJS + ||u71“37€||g7ﬂp —+ HuieHan

S
Hlloell§ ap + 19215 a5 + 1PE 15 0p + IAlIZ1 /2.5

< C (lIrsld a5 + 1301800 + 111600 + 1505 0 + 196 l8.0p + 1Fsl1Z 1 05)

[l I o + €l

which implies that all the quantities ”uls),eHLQPv ||u]S”,e| 1,Qs5 ||u71"),e||07QP7 H’U'E,e”o,QP? ||UE||07QP7 Hp§|0,QS’ ”pS”O,va and
[ Aell—1/2,5 are bounded independently of e. Using (5.11a) and the continuity of R, (cf. Lemma 5.9), we can infer that

(€+1) [luy,

Lee S llurclooe +llugllioe + 12¢loge + IAll-1/2.5 + 1 frlloge + 1fs
oe S lurdloge + llugcllion + 1P logr + IXell-1/25 + 1 frlloge + I1fs

0.00 + [ Fsll-1.05,

(5 0.00 + [ fsll-1.05-

Therefore [|ufl |1, is also bounded independently of €.

4. Passing to the limit: Since V and C} are reflexive Banach spaces, as € — 0 we can apply the Banach—Alaoglu—
Bourbaki Theorem [18] to extract weakly convergent subsequences {¥cn},—,, {Gen}ye, and {A¥.,} ,, such that

Ben =00 V,qon — qin Q, A, — ¢ in V', and
(+&ETB+BF=f in V, &E§-Bé=g in §.
Moreover, from (5.11a)—(5.11b) we can infer that

lim sup ((AY., Ge) + (€10, Ue) + (E24c, ¢c)) = limsup (.f(ﬁe) +9(q.) — e(RY., ¥.) — e<£‘fev‘fe>)

e—0 e—0
< f(@) +9(9) = ((9) + (619, D) + (£20, D)
Since A + & + & is monotone and continuous, it follows (see [40, Def. on p. 38]) that A¥ = (. Hence, ¥ and ¢ solve
(5.6a)-(5.6¢), which establishes that D is nonempty. O
COROLLARY 5.12. Under the assumptions (H.1)-(H.3), we have that Rg(I + M) = S,,.

Proof. We need to show that for f € S there exists v € I such that f € (I + M)(v). Let (fr, fs,7p,7c) € Sh.
From Lemma 5.11, there exists (@, @,,pp,0.) € D solving (5.6a)-(5.6¢c). Hence (f, — @, fs — s, Gp — PP, Je — T
€ M (@, s, pp, ) and therefore it follows that (fr, fs, Gp, Ge) € (I + M) (W, @s, Pp, Ge). 0

Step 2: Solvability of the parabolic problem. We begin by showing that M (cf. (5.8)) is a monotone operator.
12



LEMMA 5.13. Under the assumptions (H.1)-(H.3), the operator M defined by (5.9) is monotone.

Proof. We need to show for f € M(v), f € M(®) that (f — f,v — ), > 0. For (ur,ul,p", o) €D, it holds that
(fr —ul, fs — ul, g, —p¥, g —0) e M (uf,u9 N ,o') (vf, vt qP,‘r) € Sy. And using the definition of inner product
of ((+,"))s,, (5.6a) and (o 6b) we have

((fr7u§7f57u§7gpippagei ) (UP ’U97q T))Sz
= aj (uf, o) +af (w, v)) +af (u;,v;) +af (ulvr) +ay (ul,v)) +amss (uf’u§7v§“’ vy) + 0% (v5.p°)

+ by (vl p" )—i—bP (d)vr,p ) + br (vf,v v A) —mo(uy,vh) — me(ul,v5) — me(ul,v)) — me(uy,vy)
g (ur, vr) + g (07, 0) = b (], q7) = bF (dur',q") = b (uf, 6°) — by (ug ) (rs,a°) = (£s,v5)
(5.18)
Recalhng the notatlon v=(ul,ul p" o), v = (4, 0, pp,6.), f = (fr — s—ub g, — b, ge fo'),}' = (frfﬁr,fg -
Us, §p — PP, Je — Oc), We stress that the main objective is to prove, using ) that
(f*}ﬂ)*f’)zo

As the model problem is linear, demonstrating the coercivity of the bilinear forms provided in (5.18) is sufficient. We have
already proven the coercivity of these bilinear forms in Lemmas 5.1 and 5.5, and the continuity of (rs,¢>) and (fg,v f)
is straightforward. This implies that the operator M is monotone. ]

LEMMA 5.14. Assume that (H.1)-(H.3) hold. Then, for each h, € W'1(0,T;W/,), hy € WHH(0,T; W, ,), hy, €
W0, T; W) 5) and he € WHH(0,T; 2h), and uy (0) € V.., uf (0) € Xg,p"'(0) € Wy, 0(0) € Z, there exists a solution to
(5.9) with uf € W1 (0,T; V,),ul € W1 (0,T;V,),pt € WL (0,T;W,) and o € W1 (0,T; Z).

Proof. Applying Theorem 5.7 with N' = I, M* = M, E = W, 2 x W5 x Wy 2 X Za, By = W, 5 x W{ 5 x W/ 5 x Zj,
and using Lemma 5.13 and Corollary 5.12, we obtain existence of a solution to (5.9). O

Step 3: The mixed problem (4.4) is a special case of (5.9). Finally, we establish the existence of a solution to (4.4)
as a corollary of Lemma 5.14.

LEMMA 5.15. If (uf(t),us(t),pp(t)7U?(t)) € D solves (5.9) for h, = 0,hs = fp,h, = p}l(l — ¢)"2K0 and h. = 0,
then it also solves (4.4).

Proof. Let (u,(t),us(t),p"(t),o(t Z) € D solve (5.9). For h, = 0,h; = fp,hp = p}l(l — ¢)72K0 and h, = 0, there
exist (fr,fs,gp,ge) € S, such that f ul | fo — f,gp — P, g. — a’) eM (uf,uf,pp,o) which satisfies

ul fr—uf 0
ul;’ + fs_usP _ . fr
P’ gp — " py (1 —¢) kb
o Je — O 0
Then,
ul vl Jir_uf v, 0 vy
S TN T 1 I O O AP L %
at | »" [ ¢ gp—r || ¢ py (L=9)°K6 || ¢
o T Sy Je — O T Sa 0 T Sa

From the definition of the inner product (-, -)s,, along with (5.6a) and (5.6b), we can deduce part of the first two equations
in (4.4). Equation (5.6¢), stemming directly from the definition of the domain I, implies the remainder of (4.4). d

Proof of Theorem 5.8. The existence of a solution of (4.4) follows from Lemma 5.14 and Lemma 5.15. From Lemma
5.14 we have that uf € W>°(0,T;V,),ul € Wh> (0,T;V,),p" € Wt (0,T;W,) and o € W' (0,T;Z). Next,
by taking (v?,qs,vf7qp,vs,7',u) = (u%ps,uf,pp,us,a,)\) in (4.4), we obtain that v? € L*>(0,7;Vy). Finally, the
inf-sup condition (5.3b) and the first equation in (4.4) imply that pS € L°°(0,T; W) and A € L>(0,T; A). d

5.2. Existence and uniqueness of solution of the original formulation. In this section we discuss how the

well-posedness of formulation (4.1) follows from the existence of a solution of the mixed formulation (4.4). First we recall
that u! is the structure velocity, so the displacement solution can be recovered from

Yo (t) =y, 0+ /t us(s)ds, Vte (0,7]. (5.19)
0

Since uf € L>(0,T;Xy), then yt € Wh(0,T;Xy) for any y, o € X4. By construction, uf = 8yt and y%(0) =y, .
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THEOREM 5.16. Assume (H.1)~(H.3). Then, for data fg € WH'(0,T; V%), fp € WHH(0,T;L2(p)), 75,0 € WH(0,
T;W}), and initial conditions ul (0) = u,.o €V, ul (0) =us0 € Wy, pP'(0) =p"0 € Wy, and y£(0) =y, € Vs, there
exists a unique solution (u%ps,uT Pyt Jub ) € L0 (0,75 V ) x L0, T Wi) x W (0, T3 V,.) x Whee (0, T; W) x
Whee(0,T; V) x Wh(0,T; W) x LO"(O,T, A) of (4.1).

Proof. We use the bolvability of the mixed formulation (4.4) to establish the solvability of the original formulation
(4.1). Let (uf,p ,ul pP uf o, )\) be a solution to (4.4). Define y% as in (5.19), so that uf’ = 9;yY. Then the second
equation in (4.4), with 7 = 0, implies the second equation in (4.1), and the third equation in (4.4) implies that in (4.1).
Additionally, we note that the first equations in (4.4) and (4.1) differ only in their respective terms a (ys, p) and
bsig (vls), 0'). Testing the second equation in (4.4) with 7 € Z yields (8t (AO' —€ (ys )) , )Qp = 0. Using the fact that
e(V;) C Z, this implies 0, (Ao — e (y%)) = 0. Integrating from 0 to ¢ € (0,7], and using o(0) = A~ e (y£(0)), we
conclude that o (t) = A~ 'e (yF(t)). Hence, we have

bsig (vf,o-) = (0',6(’05))91) = (Aflz-: (yf) ,s('vf))ﬂp = af (yf,vf) .

Therefore, the first equation in (4.1) implies that of (4.4), establishing that (uf,p cul pf 0 + fo us(s)ds )\) is a
solution of (4.1). From the weak formulation (4.1), it can ben seen that the structural velocity uf is in W. |

Next, we provide a stability bound for the solution of (4.1).

LEMMA 5.17. Assuming sufficient regularity of the data as well as (H.1)—(H.3), there exists a positive constant C
(possibly depending on K, K, pg, ps, Ap, lhf, fp, @, aBJS, Ck ) such that

S
[ | oo 0.7:120p)) + 1197 | Lo (0.1322 (00 )) + |06F — 3tyf}L2(07T;BJS) + [luy | 2o 0,7512(00)) + 1S Lo (0,758 (020))

+ lufll 20,8 00)) + 1 1220, 7522 00)) + 1P° 200,73 0208)) + 1P I L200,m52(00)) + 1M 2 (0,730)

<C (||fp\|L2(o,T;L2(Qp)) + sz rm-1 @) + 10172 0.1;22000)) + 78l 20722 (025)) + 1us(0)
+p" (0)[lo,00 + [1y5 0)l11,00 + lr (0)[lo,05) »

0,Qp

. . t
where we introduced the notation |v|p20,r;Bys) = fo |v|BJs ds.

Proof. We test the system against (u?, p°,ul pP 0yl ul \) and add the first three equations. Using the inequality
(5.12) and we can derive the following estimate

%@ ((os1 = )ul s ul) g + (Vorol +ul), /oso(ul +ub)) + (1= 0)*K'p",0%) g + (2upe(y?), e(u?)) g,
- (2:uf¢€(u7p)7€(u7p))ﬂp + (APV : yspﬂ V : yE)QP> + |’u’? - atyf|BJS + (¢2K‘ 1U'P U’P)QP
+ (2ppe(u}),e(uf)as + 2upde(uy),e(wy)) g + (2urde(u)) e(w))) o — (2ur0e(01yy) €(0:y5)) g,
< (s, uPas + (oofpul) g, + (0r0f e ur)op + (rs,0°) o + (070,07 )ap- (5.20)

From now on we denote by ¢i1 = ¢1 (py, ps, ¢, K, a5, af, apjs) a data-dependent constant used for lower bounds, and with
c2 = c2(py, ps, @, K, Ap, fif, thp, B3s) One for upper bounds. From (5.20) and using Young’s inequality with € > 0, we
proceed to expand the right-hand side of that relation as

C2
RHS(5.20) < o (||fp(t)||g,9p + I Fs(O)* 100 + ||0(t)||2L2(Q) + ||7”S(t)||(2),§zs)
+caer (Jluf(®)F og + 27 ()5 )-

Let us denote now the left-hand side of (5.20) as LHS (5 50). Using (H.1)~(H.3), K&rn’s inequality, and the bound ||ul |2
oy’ + |7

+ ur (13

P O a5 + lus )15 a0

Pf¢ =

prgr We have

(¢2 p

1
LHS(5.20) = 5&&(”“5(0 ?Urauf) + ||u§||%ﬂs

;273(17(17) + Huf”?)fd) + Hp H a—¢)2 <f>)2 + ”ys ||1 Qp) + |uf 8tys }BJS

Integrating LHS (5 o0y in time over (0,¢] for arbitrary ¢ € (0,7, and invoking Lemma 4.1, yields

s=t

t
[ o5 = (I, 1+ e o+ 157 Gz + 186
0

s=0

t
[ s = 0l as b [, ds [ T3l 0. as

T
2
& <|us<t>||8,gp ) op + 157 G2 + [5E O 0 + / S — aF 2+ / s (5) 2.0, s
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t
+/0 1% ()17 o dS) = ¢z ([[us(0)1F o + 17" (O 0 + 192 O 0p + 1w (0)3 1) -

Then we combine the lower and upper bounds together to obtain the following estimate

t
S 2 S
s (O3 ap + lur (O3 0p + 12" ON1720) + 45 O op +/O (Ju} — 0S| 5 6 + 1 (9)5.0p + 67 (s)]1F g ) ds

t
C2
< oo | (e @0 +1sOI2 10, + 100 0, +Irs O]
t
C2€1
=, (I3 D17 g + 12" O 0p + 1P° O 0p + s (@)115.0p + lur®)15.0p)

2
+ o (lus(0)[15.00 + 12" (0)15.0p + 145 (013 0p + lur(0)F ap) -

Taking the supremum of ¢ in (0, 7] and using the upper bound fot w(s)ds < T|l¢lleo We can readily get

(c1 — C2T€1)(||U§||:£oo(o,T;L2(Qp)) + ”pP”%W(O,T;LZ(Qp)) + ||y§||%w(o,T;H1(Qp)) + ”ul:H%OO(O,T;LQ(Qp)))

t
2
+a /0 ‘u? - 3ty§’BJS + (c1 — 6261)”“?H%Q(O,T;Hl(ﬂs)) + Cl||ul:H%2(o,T;L2(Qp))

C
< 2 2

Co
) (pr||2L2(o,T;L2(Qp)) + HfSH%Z(O,T;H*l(QS))) + (HHH%Q(O,T;L?(QP)) + ||7"S||2L2(0,T;L2(Qs)))

€
+eser([luy |20 mm2@0)) + 1% 220,732 (05)) + C2(l[s (0)[1F 0 + 27 (013 20 + 95 O)1F 0 + 1ur(0) 5 020)- (5:21)
Finally, we use the inf-sup condition (5.3b) for ps, pp, X together with (4.1) to obtain
S . P bs(’U]Sc,pS)+b§(vf7pp)+bp(v§,vf,O;A)
||<p P 7)\)||Wf><Wp><A5 sup S
(v$,0R)EV XV, H(vfavr)”VfXVr
((va’U§‘>Qs - ajsf(ujscszc) - a? (UTPWTP) - al}’ (&ys,vf) - aBJS('Uf?H 3tys;’vjsc7 0) + me(atyyvf)

(w3, vD) v, v,

= sup
(v?,vf)evf XV,

0 (. 0F) s 0F) =y (O 0F) = (rf0F) + (s vm,)

(0%, o) v v,
Using the continuity bounds available from Lemmas 5.1 and 5.2, we have
S S
1% lw, + 1" lw, + IMIa S lufllies + g llo.ge + [ufF = 81y |56 + 1 Fsll-1.06 + [1Fpllo.0e

which in turn implies that

t
& / (Ip®
0

Adding (5.21) and (5.22) and choosing €3 and €; small enough, readily yields the following bound

t
A S S 2
b+ W07 e+ INIR) < Cea | (11 + 1 W + s = 00T [+ 12 00 + Il )
(5.22)

t
g 2
HU/E”%“’(O,T;LZ(QP)) + HpPH%C’O(O,T;LQ(Qp)) +/0 |uf - aty§|BJS + ||Uf”2Loo(o,T;L2(Qp)) + ||ysP||2Loo(o,T;H1(Qp))
s P s p
+ ||uf||%2(0,T;H1(QS)) + |u, ||2L2(0,T;L2(Qp)) + llp H%?(O,T;LZ(QS)) +lp ||2L2(0,T;L2(Qp)) + ”)‘”22(01;1171/2(2))

SIFellieorrzey) + 1FsI20rm-1 ) + 1017207:0208)) + 175 1172(0.7:22(06))
+ s (0)II8 00 + 127 (O3 0 + 15 O)1F 0 + e (013 0+
which completes the proof. ]

COROLLARY 5.18. Assume (H.1)—(H.3). Then, there exists a unique (u?,ps,urp,pp,yiuf,)\) in the product space
L™ (0,T; V) x L= (0, T; W) x WE(0,T; V,) x WL (0,T;W,) x Wh(0,T;Xy) x Wh (0,T;V,) x L=(0,T;A),
solution of problem (4.1).

Proof. Let (u?’i,ps’i,urp’i,pp’i,yi7vg”i,)\i),i = 1,2, be two solutions of (4.1) with the same data. Subtracting both

weak formulations yields homogeneous initial data and zero right-hand side. Consider @y = u?’l — u}Sc’Q,ﬁs = pSt —
pS727 /ar = uf’l—uf72,ﬁp = pP,l_pP,Q’ Qs = y]é_yga '&/s = u?’l—u§’2, 5‘ = )‘1_)‘27 and substitute (asuﬁ87 ﬁruﬁpa @57 ﬁsv 5‘)

instead of (us, ps,ul pp,y,, ub, /\) with homogeneous initial data and forcing terms in Lemma 5.17. This readily gives
sl L (0, 7:12(00)) = I8 llL20, 780 (05)) = IBPIIL0.7:L2(00)) = 185l (0, 73381 (20)) = O,
|@r |l L2 0,712 (00)) = IPsllL20,1:22(05)) = M L20,7,5-1/2(s)) = 0.

Hence, the solution to problem (4.1) must be unique. |
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6. Semi-discrete formulation. Suppose that ’77LS and T;¥ are shape-regular quasi-uniform partitions of {2s and
Qp, respectively, both consisting of affine elements with maximal element diameter h. The two partitions may be
non-matching at the interface ¥. For the discretization of the fluid velocity and pressure we choose conforming FE
spaces Vs C Vy and Wy C Wy, which are assumed to be inf-sup stable (such as MINI elements, Taylor-Hood,
and conforming Crouzeix-Raviart elements). For the discretization of the generalized Biot unknowns, we define X} =
{geC(Q): qlx € Pr(K) VK €T} where Pi(K) denotes the space of polynomials of degree k > 1 defined over K.
With them, we define the following conforming discrete spaces:

Vi = Vo (XY Vo= Vo XY W= W0 XE, W =W, X4

On Vy 4, V., and V), we prescribe homogeneous boundary conditions on the external boundaries I's and I'p, and the
discrete space for the Lagrange multiplier is

Ay =V, -npls,
and it is equipped with the norm || - ||z, = || - [[=1/2,2-

The first semi-discrete problem reads: find (u?yh,p%,uf’h,pg,yih,uzh,)\h) € L>®(0,T;Vyp) x L™ (0, T;Wyp) x
W koo (0, T;V,p) x W Lo0 0, T; Wy n) % Whoo (0,T;Vsp) x Wkioo (0, T; Wy 1) x L (0,T; Ap), such that

a$(uf 03 5) +af (wy,wl ) +af (yon win) +af (w,v70) +af (0y, 5, v700) + af Oy n wi))
+ asss (u?ha OtYs ps vf,hvws,h) +0° (”?,hapi) + 0% (wg p,,pp ) +bF ( oDl ) +br (”Jsﬂh’ Vs W g5 An)
— mg(uy, U, pp, W Sh) - me(atys,hﬂwf,h) - me(uf,ha”f,h) my(O0ryYs > v ) + m&/n( rho U fh)
+ mﬂf¢(atur,h’ 'wf,h) +myp, (8tuf,ha w.ls:),h) + mpf¢(atur,h7 vr,h) + mpf¢(atu’s,h7 ’Ur,h)
= <fS7U§,h>Qp + (ppfps wf, Jaw + (prdfp. vy nap,  (6.1a)

1— )2 B
((K)f)tpﬁ,q}f) — by Oy ar,) = b (uppar,) = b2 (uf g ai) = (rs, ai) o, + (Pﬁ&qf)np , (6.1b)
Qp
br (uf hy Ur, hv 6tys R’ ,uh) (6.1C)
- mPp(atys,h7vs,h) + My, (usp,havsp,h) = 0» (6.1d)

for all v?h € Vfﬁh,q% S q,%,'v}ih S VN“qE € q}f,wih S Xd7h7v§h € V,p and pp, € Ap. The initial conditions
v,-1(0),v5 4(0), pt (0) and yih(O) are suitable approximations of ’UEO,UE’O, pF 0 and yl;o, respectively. To prove that
(6.1a)-(6.1d) is well-posed we follow the same strategy as in the continuous case. Let V) consist of polynomials of
degree at most ks;. The stress FE space Z; C Z will have symmetric tensors with discontinuous polynomial entries of
degree up to ks_1:

Zy={0€Z: ol cP’" (K)> VKeT }.
Then the second semi-discrete formulation is as before but we replace looking for y ; by seeking o), € Whe (0,T; Zp)
from the set of equations
S(,.S S P, P P P( P P PP P S P ..S P S(,S .8
a (U g, V35) +af (U, v p) +ay (e, V) +ay (U g, Vs ) +ass (Wh g Ug ps V5, 00 ,) +0° (V5 ,,07)
PP P P(P P S P P P P P P P P
+ bs (Us,hvph) + bf (vr,h,7ph) + br (’Uf,h,ﬂ vr,h7 vs,h; /\h) - me(ur,hv vs,h) - me(u’s,hv vs,h) - me(u’s,hv vr,h)

P P P P P P P P P P
- mg( Uy s Uy, h) + md)z/li( r,ho r,h) + mﬂf¢(atur,h’vs,h) + mp, (atus,}w vs,h) + mpf¢<atur,h’vr,h)

+ mf’f¢(6t s hv T, h) + bflg ( s h76h> = <fS7'U)S”,h>QS + (prP7'v§,h)QP + (pfd)fPa’vf,h)QPa (628“)
((1 - ¢) latph7Qh)QP - bs (us,hv(Zh) - bf‘) (ufth;:) - bS (u?thg) + af; (ato'h’Th) - bgg (ug’,h’ Th)
—1 P
- 0.07) 6.2b
(@), + (07'04F) (6.2b)
br (u?h,urp)h, Uih%ﬂh) 0, (6.2c)

for all 'ufh € Vy, h,qh € Wyn,v fh S Vrh,qh € Wp.n, vgh € Vo, Th € Zp, and pp, € Ap,. We demonstrate the well-
posedness of the mixed formulation and subsequently deduce the well-posedness of the primal formulatlon akin to the
continuous case. The initial conditions v, (0), v (0), pj, (0) and o7,(0) are suitable approximations of vy, o, v o, p™* and
oo =A"le (yio). We group the spaces and test functions as:

Vh = th X Vs,h X Vf’hl. Qh = ph X Zp, X th X Ah,
dp, = (uf’h,ugh,u]sc’h) € Vy, ph = (pp,mo'haph, /\h) € Qh7

—

Up = (vf,h,’vih,vjsv,h) EVh,  Gni= ((Ip,ha'rhaqs»llh) € Qn,

where the spaces Vj, and @}, are endowed with the same norms as in the continuous spaces.
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6.1. Discrete inf-sup conditions.

LEMMA 6.1. There exist constants 1, 82 > 0, independent of h such that

P
bszg ( s h’Th)

inf sup > B, (6.3a)
(0 vé ho )Evh (0,74,0, o)th ||(O7v5yha )”\7”(07"-}“0’0)H@
i b® (Uf,h7qh) + bf (vr,h,q}l::) + br ( rh’vfhaO;Mh) > 5 (6.3b)
in - sup > Bs. .
(aF 00511 )€Gn (w7, 0,05, )V, (w7 550,05 )51 (ar 0,43, M)l 5

Proof. Let 0 # (0,v7,,0) € V), be given. We choose 77 = (v} ;) and, using Korn’s inequality [17], we obtain

bR (v ) (o)1
g\"s,h> "h/) s,h/110,Qp ||E(’Un )” > ﬁ n
= = s.h)10,Qp = 1||’Uk h||17Q :
ITiloee €@ )logr S T

Therefore, (6.3a) holds.

Equation (6.3b) follows from the inf-sup condition for the Stokes problem [35, 15] and the weighted inf-sup condition
in [9, Theorem 7]. The proof of the inf-sup condition for br(-,-;-) can be done similarly to [34, Corollary 3.5]. d

COROLLARY 6.2. There exists a constant B3 > 0, independent of h such that

B3, o
inf sup ( (vh)v_’Qh>
G.€G 5, ev 1Onllvlldnll 5

> fBs.

Proof. The statement follows from Lemma 5.5 by simply taking vih =0. 0

6.2. Existence and uniqueness of solution. In order to show well-posedness of (6.2a)-(6.2c), we proceed as in
the case of the continuous problem. We introduce Wih, Wih W h and Z as the closure of the spaces V., Vo, Wy
and Zj, with respect to the norms (5.4), and denote Sy, = W7, x W2, x W2, x Z7, and define the discrete domain

Dp == {(up 6l . 0h,0n) € Vi x Xap x Wy x Zy, = for given (fg,rs) € (V5 W5)
3 (uf h,ph,)\h) € Vi x Wy x Ay, such that V(( CHIS) Sph,v?h) , (pg,Th,p;S”uh))

€ Vi, x @y, satisfy (6.5a) — (6.5¢) for some (frs fs:TpTe) € S} - (6.4)
The equations defining the domain are
0% (uF 1, v 0) + af (w05 R) + af (g, v75) + af (g, vr) + ay (w0 )+aBJS (u} ,h7u§h’vfh’ v
+0° (”,Sf,haP;SL) + b (ul:,hvpg) er? (Uf,h,PIZ) + br (vf,h’ rp,ha v h;>‘h) me(u,, Uy pp, U h) me(ul U Eh)
—mg(u spha Eh) —mp(u rpm Eh) +m¢2/n( Eh’ Eh) +mpf¢( rho U sh) +mpp( s,ho U E,h)
JrTnpfqﬁ( rho rh)erPfqﬁ( s,h U )+b§;g( Sh,Uh) (prSv sh) (pf¢fr7 h)QP + .va'Ufh>Qsa (6'53)
1—9¢
(Cotal) =08 (uld) =05 (o) =8 o)+ o) =t ()
Qp
= (0®,40) g, + (1= )K" Gp, a1 ), + (AGes Th) gy » (6.5b)

Analogously to the continuous formulation, we define M}, with domain Dy, as

Mh (( T'h? s h,pEaUh)) = {(f_T - uf,h,fs - uzhvgp 7p1;age - Uh) € SIQJ" : (uih’u£h7p5’ah) solves (bSd) - (65L)
for (fr,fsagpvge) € S/Q,h}’

and consider the problem

NEAWNEOWE

U 51 Pt

dt pﬁ(};ﬁ) M pi(}z) 9 P;I(l—¢>)‘2K9 (6.6)
on(t) on(t) 0

THEOREM 6.3. For each fg € WH(0,T; V’ ), fp € WL 1(0 T;V!),rs € Wh1(0,T; W), 0 € Wt (0,T; WIQ), and
pr(0) € Wyn,o1(0) = A7 'e(yl ,(0)) € Zp,uy, (O) € Vo, uy ,(0) € Vi, under assumptions (H.1)-(H.3), there exists a
solution of (6.2a)-(6.2b) with (u%h,p,sl,uf’h,plg,uih, OnyAn) € L®(0,T; Vi) x L (0,T;Wyp) x WHe© (0, 75V, ) x
Whe (0, T; Wpn) % Whee (0,T; V) x WH (0, T;Zy) x L=(0,T; Ay).
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To prove Theorem 6.3 we proceed as in the continuous problem: first we establish that Dj is nonempty, secondly we
show solvability of the parabolic problem (6.6), and then show that the solution to (6.4) satisfies (6.2a)-(6.2c). With the
established discrete inf-sup conditions (6.3a) and (6.3b), the proof follows closely the proof of Theorem 5.8. The only
difference is that the operator L from Lemma 5.10 is now defined as Ly : Ap, — A}, (Lrpen,1, fih,2) = (ih.1, Nh,2>—%,h,l“h'
One needs to establish that Lr is a bounded, continuous, coercive and monotone operator, which follows immediately
from its definition, since (Lppup, pn)'/? = ||Nh||7%,Ah.

As a corollary of Theorem 6.3, we obtain the following well-posedness result for the original semidiscrete problem
(6.1a)-(6.1d). The proof is identical to the proof of Theorem 5.16.

THEOREM 6.4. Under the same assumptions as Theorem 6.3, there exists a unique solution (ujscyh,p}SL, uﬁh,plg, Yoo ufyh,
An) € L% (0,T5 Vg p) x L (0, T; Wy p) x W (0, T; V. ) x W (0, T; Wy, ) x WEH (0, T; Vs 1) x W (0,T; W 1) x
L>(0,T; Ar) of (6.1a)-(6.1d).

The proof of the following stability result is identical to the proof of Theorem 5.17.

LEMMA 6.5. For the solution of (6.1a)-(6.1d), assuming (H.1)—(H.3) as well as sufficient regularity of the data, there
exists C(K, K, pf, Ps, Aps Lif, tps O, aBys, C) > 0 such that

g nll oo 0,512 0 )) + 1Pk 2 0,7:22(00)) + [UF i = Ot nlL2(0,7:858) + 1YanllLoo o, msm01 (0p)) + 1ur ]l Lo 0,702 0

+ w2 o.rmr @) + 1w wllze 0,152 @) + 1Pl 20.7:L200)) + 1Pk 122 0,752 20)) + A0l 220,730
< C (Ifpll2orz@en + IFpllz0rm-1@e) + 1022 0,152 00)) + I7sll 20,7522 (00)) + 1454, (0) 0,05
+lp5, (0)llo.0r + Y5101, + s, (0) 0,05 -
6.3. Error analysis for the semi discrete scheme. In this section we analyze the spatial discretization error.

Let k; and sy be the degrees of polynomials in V; and Wy, let k, and s, be the degrees of polynomials in V,.; and
W, respectively, and let ks and s, be the polynomial degree in V5 and Wy .

6.3.1. Approximation error. Let Qf p, Qp.n, and Qs 5 be the L2-projection operators onto Wy, W, 1, and Wy p,
respectively, satisfying:

(ps — Qrnp°, q%)ﬂs =0 Vg € Wi, (6.7a)
(p" — prhpp,q}?)gp =0 Yah, € Wy, (6.7b)
(uy — Qopug,vip)g =0 Vol , € W (6.7¢)
These operators satisfy the approximation properties [36]:
1p° = Qr.rp°llo.as < CTR™ TP s, ;41,06 0<rs <syp, (6.8a)
Ip” = Qpar"lloor < CTR™#* PV |1, 11,00 0<rs, <sp, (6.8b)
[y = Qo pty llo.0p < CTR™* FH|w |1, 11,00 0<7s, < s (6.8¢)

The definition A, = V,.j, - nply, implies the following approximation property [46, Appendix A]

T 1 7
IAN = QanAll-ryzs S CER&T2AL, s —1/2< 1y <k, —1/2, (6.9)
Next, we consider a Stokes-like projection operator (Syp, Rpn) : Vi — Vi x Wy, defined for all 'Ujsf €V;as
a$ (Synv},v%,) — b3 (V55 Ryav}) =} (v,0%,) Vo3, € Vi, (6.10a)
b (Synvf,ah) = by (v5,a5) Vg € Wy (6.10b)
The operator Sy, satisfies the approximation property [29, 4]:
||’U? - Sth’UJSc 1,Qg < thrkf ||’U]S"H7‘kf+17957 0 < ka < kf (611)
Let I, be the Stokes projection onto V., satisfying for all vf € V.,
(V- vy, q;) = (V-vy,q) Vg, € Wy n, (6.12a)
<Hr,hvf .np7vf’h -np>E = <'vf .np,vih -np>E Vvih €V, (6.12b)

We will make use of the following estimates regarding II, p:
P p oA1],,P
o — IL, hv, ||07QP < thrkp—i_ vy, ||H7'kp+1

<Ci o

0 <7k, <kp, (6.13a)

|TL,. oy, (6.13b)

I o, rlha,

Finally, let S, j, be the Scott-Zhang interpolant from Vg onto V p,, satisfying [39]:

00 Ty} St g < Oy om0 < i, <k (6.14)
18
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6.3.2. Construction of a weakly-continuous interpolant. In this section we use the operators defined above
to build an operator onto a space with weak continuity of normal velocities. Let us consider

U= {(v?,viwlj) EV;xV, XVSZU]Sc'nS+Uf'nP+w5'nP =0 onX},
U, = {(v?h,vf,h,wih) EVinX VX Vgyibp (v?h,vih,wih;uh) =0,Vu, € Ah} )

We will construct an interpolation operator I, : U — Uy, as a triple
I, (v?,vf,w?) = (If,hvff,lr,hvfﬂs,hwg) ;

with the following properties:

br (If’hU%Ir’hUE,IS’hwl:; ,U,h) =0 V/Lh S Ah, (615&)
b (Irnv$ —vf,q3) =0 Va3 € Wi, (6.15b)
b? (I pvy —v),q,) =0 Va, € Wy h. (6.15¢)

We let Iy, := Sy and L 5, := S, 5. To construct L. 5, we first consider the following Stokes auxiliary problem

—A(+Vp=0 and V-{=0 in Qp,
¢=0 on I'p, (6.16)
¢ -np= (v? - If’hvi) -ng + (wf — Is’hwf) -np on X.

Define w = ¢ + vY. From (6.16) we have

Vw=V-¢+V-0vF=V.-o inQp, (6.17a)
w-np=C¢( -np+ vf “np = _If7hv§ “ng — Is,hwls -mp on M. (6.17b)

‘We now let
L. ,of =11, w. (6.18)

Next, we verify that the operator I, = (If 5, L, I ;) satisfies (6.15a)-(6.15¢). Property (6.15b) follows immediately from
(6.10b), while, using (6.17a) and (6.12a), property (6.15¢) follows from

(v : Ir,hvfa QE)QP = (v : Hr,hwa qilz)QP = (v : ’UJ,(]}E))QP = (v : Ufa q}I?)QP VQ}I? € vah'
Using (6.17b) and (6.12b), we have for all uj € Ay,

(Lopvy - mp, pn )y, = (T pw - np, pn)y, = (w - np, pn)g = (10} - ns — Lopwy -np, ).,
which implies (6.15a).
The approximation properties of the components of I, are the following.

LEMMA 6.6. For all sufficiently smooth 'u}Sc,'uP w?, and for0 < Tk, < kp, 0 < Tk, < ke, 0 <1y, <k, there holds

ro s’
|v$ —I; 0% < CTh"™1 v} 6.19
f fahvf”l,ﬂs = V1 va||7"kf+17ﬂs7 ( . a)
||w§ - IS,hwEHO,QP +h ‘w? - Is,hw§|1,gp < thrks—'—l”wEHTkerl,QP? (619b)

WY || +1,00)- (6.19¢)

o7 = Lrnvy lo.r < CF (R 07 [y, 41,00 + B 0] 1y, 41,06 + B

Proof. The bounds (6.19a) and (6.19b) follow immediately from (6.11) and (6.14). Next, using (6.18), we have

lor = Lrpvrlloe = 07 = Tepvp = rnCllogr < llvp = Ihavplloer + [T nCllo.0-

Elliptic regularity for (6.16) implies,
Il <C* (10} = Tpav}) - msllijos + (& — Lpwy) -nelijes). (6.20)

Using (6.13b), (6.20) and trace inequality, we get

1L nCllo.er < CTIICI.Qp
< CT(H('U? - If,h”?) nslliyzs + (W) — I pwh) - nplli2s)
< Cf (0} = I pvillos + lwl — I pw! |0p) - (6.21)
A combination of (6.20), (6.21), (6.11), (6.13a), and (6.14) implies (6.19c¢). |
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6.4. Error estimates. We recall that, due to (4.1), (uf7 ul,0,yY) € U and so we can apply the interpolant to
get (I fﬁu?, L pul I, ,0,y%) € Uy, for any t € (0,T]. We split individual errors into approximation and discretization
contributions

es _uf_ufh_(u —Ipnuy) + (Irnuf - ufh) =Xyt Ppp

e =u, —u., = (u, — Lpuy ) + (Lpu, —upp) =X, + ¢,

e =y, — yshZ(y —Lonyy) + (Lonys — ysh) Xs + s s
ess = U = (uy — Qunuy) + (Quenuy —ug ;) == Xos + Pusns
erp =0 —pj) ( S —Qpnp®) + (Qrap® = 1i) = Xsp + Grpons

Epp ::p 7ph = (p - Qp,hpP) (Qp,hp 7ph) = Xpp T ¢pp,ha
ex =A== (A= QxnA) + (QapA — An) = XA + &an-

Subtracting (6.1a)-(6.1b) from (4.1) and adding the resulting equation, we obtain the following error equation

af(efvvfh)"_af(e )+af(es7 sh)+af(er» rh)+af(ate57 )+af(6tesv sP,h)+aBJS(ef»ates?v§,h7w§,h)
P P p P S S
+0° ("’f h’efp) by (ws,h’em)) +bf ( 7',h7€1)p) +br ('Uf,ha rho s,h»eA) — b, (8teS7qh) - bf (er:qh) -b (equh>

- m9(e7“’ ) m9(8t687 w?h) - mO(erv vf,h) - m9(8tesv Uf,h) + mqbz/rc(erv v}ih) + mpf(b(atera wih)

+my, (3te56,’w n) + mpfqg(@ter,’vih) + mpf¢(8tess, U,lih) + ((1 — ¢)2K_1at€ppv q}l:)QP =0.

S,

Setting v?h = ¢f7h7v,1:h = gbnh,wf’h = 8t¢s7h771§,h, = Qs> 43 = d¢p.hy and qF = ¢pp 1, we conclude that the following
terms simplify due to the properties of the projection operators (6.7b), (6.15b), and (6.15¢):

bS (Xf7 ¢fp,h) = bl; (Xm ¢pp,h) = bJP: (qbr,hu pr) = 0, ((1 - ¢)2K_1atpr> ¢pp,h) =0.

Moreover, from (6.15a) and (6.1c) we have
br (b5 1> Drps Ors s dan) = 0.
On the other hand, by definition of H~1/2(X) [46], there exists w € H' (Qp) such that
A w-np)s =[N3, and [lwllie. =[], (6.22)

This implies that
<X)\7¢f’h . nP>E = <X)\7¢r,h ! TLP>E = ||X)\||?\h

Rearranging terms and using the results above, the error equation becomes

a?((ﬁf,h, D)+ al;((ﬁr,hv 01, 1) + a?(@;h» D) + a?(at(ﬁs,hv 1) + al;(at¢s,hvat¢s,h) + a§(¢s,ha 01 Ps 1)
+ aBJs(¢f,ha 01D 1 P ps at¢s,h) + mpf¢(at¢r,h7 8t¢s,h) +myp, (8t¢ss,h’ 6t¢s,h) + mpf¢(8t¢r,h7 1)
+ M6 (0t Prpy) + (1 — 0) K™ 0spp.s bpp.h) e — Mo (P, 1y Ot Ps 1) — Ma(0r P 1y Ot P 1) — Mo (P pys D)
—mg(Oebs py Drp) T M2/ (D @rp) = T+ T2+ Tz + T+ T5 + Tss (6.23)

where the right-hand side terms are defined as follows

J=— a? (Xf7 ¢f»h) + mo(Xm ¢ss,h) + my (Xr7 ¢r,h) + me(atxs, ¢r,h) - m¢2/n(x'ra (z)r,h) - Mp, (8ths7 d)ss’h)
— mpf¢(atX7’7 ¢r,h) - mpf¢ (athm ¢T‘,h) +myg (atxs7 ¢)ss,h) B m[)fd)(atXT’ ¢SS7h)7
jg == a’? (X'r7 d)r,h) - a? (atx‘s, d)r,h) ’

d—1
J3 = — Z <uaBJS\/Zj_1 (xf = 0exs) - Trj> (Dp — Ordy ) 'Tf,j> ,
j=1

3

Ty i=—1b (¢f,h7Xfp> + bs (OeX s> Ppp,n) — br (qbf’h’ ®r.1: 03 X/\) ’
j5 = aJP; (Xra at(ﬁs,h) - af (Xs7at¢s,h) - a‘? (ath7at¢s,h) )
Jo :=— (O, - nP>X/\>E —bF (01 Xpp) -

It is important to remark that we have the equation

mpf¢(at¢r,h7 atd)s,h) + Mp,(1—¢) (at(ibss,h? at¢s,h) + mﬂfd) (atd)ss,h? atd)s,h) + mpfd?(atd)r,h? d)r,h) + mpf¢(8t¢ss¢h? (tbr,h)

1
= 50 (IVPr8(@ s + Sasn) I 0p + 1V 0= 0)6,01l30, ) -
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Then, combining this equation with the inequalities (5.12) and [|¢,. , 1§ op < 16,1 + D55 1ll3.,» and using the coercivity
of the bilinear forms, we can arrive at the following estimate

1 2
LHS(G.23) Z 5875 (||¢’I‘,h||%,ﬂp + H(bPILhH(QJ,Qp + ||¢s,h ?,Qp + ||¢«5‘S,h||(2)7gp) + |¢f,h - 8t¢s,h‘BJS + ||¢r,h||%,9r’ + ||¢fah||%7gs.

We proceed to bound the terms on the right-hand side in (6.23). Using Lemma 5.1, Cauchy—Schwarz and Young’s
inequalities, as well as (6.22), we have

T <O (IIxs 13 as + X1 0p + 118,00 + 1926115 00 + 10:X55 15,00 + 1102115 0p)
+e (H¢f,h||%,szs + ||¢’ss,h||g,ﬂp + Hd)’l",h”g,gp) .

Next we estimate the terms involving ¢, ; in H!(Qp), since we do not have bounds on @,., in the energy norm on the
left-hand side. We handle this by using inverse, Cauchy—Schwarz, and Young’s inequalities. Taking € = €;h2, we get

T2 < eh 2|1 plld ap + Ce (10 1F 0 + X017 00) < @1llrnlld g + Cer 210X 1T 0 + X1 0p)- (6.24)

Similarly, using Cauchy—Schwarz, trace and Young’s inequalities, we obtain

2 _
J3< €@ |¢f,h - 3t¢s,h|BJS +Ce! (”Xf”%,ﬂs + ||3th||iQp) .

Finally, using Cauchy—Schwarz and Young’s inequality as well as (6.22), we can derive the bound

Ts < Cei ' (IIx sl
< Cert (IIx sl

(2J,Qp) + CHX>\||2—1/2,2
3,91») + CHX>\||2—1/2,2~ (6.25)

3,95 +[|V- athH%,Qp) +e (V- ¢f,h||(2),§zs + [|@pp.n
g,ﬂs + ||3th||%,Qp + ||XAH3,E) +e (H(ﬁf,h”%,ﬂs + | Ppp,n

Combining (6.23)-(6.25), integrating over [0,¢], where 0 < ¢ < T', and taking €; small enough, we can assert that

t
||¢ss,h(t)||%,ﬂp + H(ﬁr,h(t)”g,szp + H¢pp,h(t)||g,szp + ||¢s,h(t)||?,szp +/0 |¢f,h - 3t¢s,h|123JS
+ H(pr,h”%Q(O,T;LQ(Qp)) + ||¢f,hH%2(O,T;H1(QS))
<Cet (”Xf”%?(O,T;Hl(QS)) X 17207511 (0)) + 10Xl 2 07812 (00)) + X I F 20,7120 )
H0ex s 172071200 + 196X ss 1720, 70200y + 100X T2 0,712 00y T X011 7200, 7522 (000))
+h7 200X 1720, 7501 (py) + h_2||Xr||2L2(o,T;L2(Qp))) + ClxallZz o rem-12m)) + 10551 O3 00

+ e (Hd)f,h“%z(O,T;Hl(Qs)) + lbss nlZ20.7:12(00)) T B0 020 7:02(0p)) + 190072 0,702 00

t
+||¢r,h||%2(0,T;L2(Qp))> + 10w (O 0y + 10 ()5 0 + 15,8 (0) 172 (2) + C/O (J5 + T6) ds. (6.26)

The interpolations uih(O) =L purpo, uzh(()) = Qs nUs 0, pg’h(O) = Qp,nPp,0 and yf’h(O) =L ny, 0, give

¢7’,h(0) =0, (z)ss,h(o) =0, ¢s,h(0) =0, ¢pp,h(0) =0 (627)

Next, we bound the terms on the right hand side involving 9,¢, ;. By applying integration by parts in time, along with
Cauchy—Schwarz and Young’s inequalities, Lemma 5.1, and equation (6.22), we obtain

t

t t t
| s =5 Gl = [ o 00xn00n) dsot f (ool = [ of (00 a) ds
0

t
+ a? (atha d)s,h) 16— /o a? (5ttX5a ¢’s,h) ds

<C (||atXr||%2(O,t;H1(Qp)) 10X 120,005 () + 100X s 120,005 (00 ) + ||d)s,h||%2(0,t;H1(Qp))>
+Cer " (IO ap + XD 0 + 102 (D)1 ) + €1lldan (T -
Employing again Cauchy—Schwarz and Young’s inequalities, we have

t

t ' t t
/0 Jsds = <¢5,h 'TLP7X)\>Z‘0 _/0 <¢5,h 'nP,atXA>E ds + bF (d)s,thpP)}o _/0 by (¢s,h75tpr) ds

<C (5;1||pr(t)||g,9p + Hatpr”%?(o,t;L?(szp)) + ||atX/\Hiz(o,T;Hfl/z(z)O
+ o225 + ellds O ap + 19672 0,781 00))- (6.28)
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Choosing a sufficiently small €; in (6.27)-(6.28), we derive the following bound from equation (6.26)

2
Flbsn T 0 + D50 — at¢57h‘L2(0,T;BJS)

D551 5,00 + €rONF .0 + [6pp0 )3
+ ||¢r,h||2L2(0,T;L2(QP)) + H‘ﬁf,h”%z(o,T;Hl(QS))

< g(HXfHQm(o,T;Hl(QS)) + h_QHXr”%?(O,T;Hl(Qp)) + h_2Hath||2L2(o,T;H1(QP)) + HXTH%Z(O,T;Lz(Qp)) + ||8th||%2(O,T;L2(Qp))
F10exss 1 220,712 00)) + 100X 7200, 71200 ) T Xl E200,22(06)) T 1 (DI 0 + X (DI 0 + 10X, (D117
+ @ 12,5+ Ixpp(t Mo.ae) + C(”atxr”%2(O,t;H1(Qp)) + ||atX>\Hi2(o,T;H71/2(z))
+ ||3tprHL2(o,t;L2(Qp)) + ”atth”zL?(O,t;Hl(Qp)) + ||X/\||iZ(o,T;H—1/2(z)) + ||¢s,h||%2(0,t;H1(Qp)))' (6.29)

Next, we employ the inf-sup condition (6.3b) with the choice (¢°,¢%, un) = (dp.hs Ppp.n, da.n) and utilize the error
equation derived by subtracting (6.1a) from (4.1)

bS (v§7h>¢fp7h) + b ( rha(bpp, ) + bF (v?h,vih,o;(ﬁ,\h)

(D 1p.h> Popis DAR)IW W o xAn S sup

S
(v?hml:yhr)evf’hxvr’h ”('Uf,h T’h)”Vf,hXVr,h
—a} (ef,v?h) —a¥f (e,«,v}?’h) —a¥f (@es,vih) — apys (ef,(?tes;v?hﬂ)
< sup 5 5
(”?,h,avf,h)EVf,her,h H(vf7hﬂv7'7h)||vf.h XV
+my (afeea ) + myg (era ) k (era vfh) —Mp,o (atera vf’h)
”(Ufhv )”Vf WXV n
“Mpso (8te8> ) - b ('Uf hs Xfp,h ) - bf ('Urthpp,h> —br (”f h® rh70aX/\h)
(05 s 8 IV x Ve

We treat the term a? (er, vih) similarly as in (6.24). Integrating over the interval [0, T] and applying Lemma 5.1 along
with the trace inequality, we obtain
||¢fp,h||2L2(0,T;L2(QS)) + ||¢pp7h||2L2(O,T;L2(Qp)) + ||¢>\,h||2L2(07T;H—1/2(2)) S ||¢f,h||%2(O,T;H1(QS)) + ||¢r,h||2L2(O,T;L2(Qp))
+lppn — atd)s,hIQL?(QT;BJS) + ||¢r,h||2L2(o,T;L2(Qp)) + HXfH%Q(O,T;Hl(QS)) + HXrH%ﬁ(O,T;Hl(Qp)) + HXrH%z(o,T;m(Qp))
+ ”XfPH%?(O,T;LQ(Qp)) + ”XPPHQL?(QT;LQ(QP)) + ||XA||2L2(0,T;H—1/2(2))- (6.30)

Adding (6.29) and (6.30), and taking e; small enough, and then €; small enough, gives

[@esin 5.0 + 11Orn O .0p + Hﬁbpp,h(t)”%?(m + |5 (D5 0p + [P — 8t¢s,h|iZ(O,T;BJS) + H¢r,h||2L2(o,T;L2(QP))
+ Hd)f,hH%?(O,T;Hl(QS)) + Hfi’fp,h||%2(o,T;L2(Qs)) + Hd)Ppyh”%Z(O,T;Lz(Qp)) + Hﬁb)\,h”%Z(o,T;Hfl/?(g))
< C(Is,n 120,601 0y + 1Xs 720,00 00)) + P2 IX T2 0,00 (0p)) + B 200X 120 7801 (00 )
+ ||Xr||2L2(0,T;L2(Qp)) + Hatst%Z(o,T;L?(Qp)) + ||athsH%2(0,T;L2(Qp)) + ”atXrH%Z(O,T;LQ(Qp)) + ”Xpr%?(O,T;L?(QS))
+ - DT 0 + IO 0p + XA 1=1/2.5 + IXpp01F.00 + 105 (OF 0p + 100132 0,051 (00

+ ||3tX/\HL2(0,T;H—1/2(E)) + HatX:D;DH%Z(O,t;LQ(QP)) + ||3ttX5||L2(0,t;H1(Qp)) + ||XPP||%2(O,T;L2(QP)) + ”X)\”%?(O,T;H*I/Q(Z)))'

Gronwall’s and triangle inequalities alongside the approximation properties (6.8a)-(6.8¢), (6.9), and (6.19a)-(6.19¢), imply
the following result.

THEOREM 6.7. Assuming (H.1)-(H.3) and sufficient smoothness for the solution of (4.1), the solution of (6.1a)-(6.1d)
with uf,h(O) = Ir7hu£ih, yf’h(O) =L nYs0s Pt (0) = Qp.nppo and u?h(O) = Qg nus o satisfies

[y = ug e 0wz @py) + 107 = 0p Lo 0,122y + 195 = Y nlloe o @e)) + 1wy = wppllieo.r2 00

+ ||u? uihHL?(O»T;Lz(QP)) + ’(u? - 875:‘/5) - (uih - atyzh) ’L2(O,T;BJS)

+ Ip° = phll 20,7522 08)) + 10”7 = Ph l20,752200)) + 1A = Anllp20,7 512

Tk S rs,+1,S
< Cyexp(T) {h il ozt ey TP I 20 g o)

vl

e ([ I e o gy 190 W o st )

L2(0,7sH ™ T (p))

sp 1
+h" ot (Hp HLoo(Q’T;H“"Serl(QP)) + Hp ||L2(O,T;HTSP+1(QP)) + ”atp HL2(01T§HT3P+1(QP))>
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—1 P P P P
+h (”ys o 0.0+ ) T 19 20, e+ 0y T 100U 2o maec +1 () 10 M Lo (0 1w +1 (020
P s P P
10 N 2 0 1z gy ) B0 (0 2o ziatren 4 amyy + 1008 (o zigtren+ ey )

+ht + [l + (O]

(”A”L?(o,T;H"‘% (=) L=(0,T:H Fr (2) L2(0,T:H Fr <2>>> ] ’

where 0 <1y, <kp, 0<rs, <sp, 1<rg, <ky, 0<7rg, <sp, 1<, <k, 0 <7, < s, —1/2§r,~€p §l~sp—1/2.

REMARK 6.1. We observe that both relative velocity and solid displacement exhibit sub-optimal convergence. The solid
and relative velocity blocks in the diagonal of the system matriz makes it difficult to derive a bound in the energy norm.

7. Fully discrete formulation.

7.1. Definition and unique solvability. For the time discretization we employ the backward Euler method with
constant time-step 7, T = N7, and let t,, = n7, 0 <n < N. Let d,u™ := 77} (u™ — u"~ 1) be the first order (backward)

discrete time derivative, where u™ & u(t,). The fully dlscrete problem reads: given ug h= uf 5 (0), 2 h= vlzh(O) y? h=

y?,(0), and p,® = p(0), find ul' € Vyp,ph™ € Wyn,upy' € Von,pp ™ € Won, b € Van uby' € W, A € Ay,
such that for 1 < n < N, there holds

sh

S/ S S P, P, P P, P,
af(uf,Zv”f,h) + a?(%-,;?vwf,h) + aE(ys,;:awEh) + al;( ", P wh) + ay (dTySJ?Za Urp,h) + a?(drysﬁa wf,lz)

S, , S,
+ aBJS(uf’Za drysp,;% 'UJSf,m wzh) + bs(”%mph ")+ bsp('wS,mph ")+ b?(vih, (pﬁ)”) + bF('UJS",ha Uf,ha wf,h; An)
P.n P P.n P P.n P P,n P Pn P
- me(“nh 7ws,h) - me(drys,h ) ws,h) - me(“nh 7vr,h) - mQ(dTstL 7vv",h) + mab?/n(ur,h ’vr,h)

P, P, P, P,
+ mpf¢(d7'ur,P:lﬂ w?h) + mpp (dTus,i:L7 wg’,h) + mp_f¢(d‘rur,f77 vih) + mpf¢(d7'u9 }77 ,Ufh)

= <fg7 v?,h>9r’ + (ppfg’w§h>ﬂr’ + (Pf(b.fg» fh)Qr” (7 13)
1— 2K—1d Pn P _ bP d P,n bP bS S,;n 8 " 7.1b
(1-9) D) ar — B Ayl ah) — B (up s ah) — b3 (ulh, ai) = (78, qh)as + (7107, 4 . (7.1b)
br(uh u ' Oy in) = 0, (7.1c)

— My, (8tyé hoUs h) +mp, (uz’h ) Uf,h) =0, (7.1d)

for all v%h € Vi, q% € Wy, vﬁh € V., q}f € Wrn,w s, h € Ven,v,, € Wep,un €A, The method requires solving at
each time step the algebraic system

LX = F, (7.2)
where the matrix £ is the sum of the matrices E (4.2a) and H (4.2b), with E scaled by . The tilde notation on the
right-hand side vectors signifies that they include contributions from the backward Euler time discretization.

THEOREM 7.1. The fully discrete method (7.2) has a unique solution under the assumptions (H.1)-(H.3).

Proof. The aim is to show that the matrix 1E + H is invertible. Now, we proceed directly from the bilinear forms
testing with (uf oy ,uif,pl}j , Tyf,?, Uy ,)\”) we get

T H = a (R + ab )+ el gl el )+ el g el )
el + aBls(uf’Z»yff,u BT = Sy — Syt
— mo (i ul) - imewg ) + g ) i (Wl ) g, ()
+%mpf¢>( ) + mpm( fﬂuff}?)+%((1—¢)2K‘1p5’”,p5)9p
:aJS”(UJSvaufh) +af( fi?vuf’f:l) + : aBJS(“’fZ’yst?’ufh’y s 7m9(y§l?7ysh)
— ol ) + g (b wl) + Sy ol ) (0= K
+ %af(yff?yys W)+ %mpp(uiﬁ,yif) Ryt + Rl )

1 P 1 P P, 1 Pon P, 1 P P,
- ;mg( T, :7'!/5 h ) - ;mg(ys,;;L’ur,}?) + ﬁml’fﬁﬁ(ur,hn’ ys,:) + ;mpf¢(u’s,;zl7ur,}’bn)'

We bound some of the terms above using the inequality (5.12). This gives
L p P L p Pn P, 1 3 1 Pn P, 1 P
;af( }Zlaysh)+Taf(y‘g’]—?aur’}?)i;m@( }:Ivysh)7;m9(y5,:aur7£)+ﬁmﬂf¢( }:lvysh)
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1 on P 1 1 1 1
s s P Pn Pn P/, Pn Pmn Pn Pmn Pn Pmn
+ ;mpf¢(us)h » U ) > —;af (ur)h yUp ) - ;af (ys,h yYsh )+ ;me(unh y Uy py ) + ;me(ys,h 7y5,h)

P,n P.n 1 P,n P.n
) - ;mpf¢(u’s,h 7us,h

s Pn Pn
- ;mpf¢7(ur,h ’ur,h )

)*;mpp(“sh Ugh )

And by combining both estimates above, we arrive at

g 18 00 + Ips" 13

S, P, P, S, P, P, P,
2l n o + 1w 13 on + lyon 100 + s —yon Bss + lyon 15,00 + w113

It is clear that all coefficients that form the terms on the right-hand side are positive. Hence, the matrix on the left-hand
side is coercive and consequently the matrix obtained from the system (7.2) is non-singular. The proof of uniqueness
follows from the semi-discrete case since the system (7.2) is a scaled matrix. O

7.2. Stability analysis of the fully discrete scheme. In this lemma, we discuss the stability analysis of fully
discrete problem. We will make use of the discrete space—time norms

N N
2
||¢H122(0,T;X) =T Z HQWH%(’ H¢||52<>O(O,T;X) = Inax ||¢n||X7 ‘¢‘l2(0,T;BJS) =T Z |®l55s -
n=1 n=1

0<n<N

LEMMA 7.2. Under assumptions (H.1)-(H.3), the fully discrete solution to (7.1a)-(7.1d) satisfies

1°°(0,T;H(Qp)) T H“?,h”l?(O,T;Hl(Qs))

||u§,h||l°°(07T;L2(QP)) + ”pEHl”(O,T;LZ(QP)) + |u§‘h - dTth‘l2(07T;BJS)
+ [lul 20,2000 ) + 1Uh wllizo0,mim2(00)) + 1R 1l20.752208)) + 195 li2(0,7:02(90)) + 1A iz 07500

<C (Ifpllzorrz@e) + 1 Fpleorm-—1 @) + | Fsllizorm-10s) + 10lliz0,7:02000)) + ITslliz0,m;0206))
+lug ,(0)lo.gr + 1Pk O 0p + 1954 0)100) »

where C’(Ka Ky PfyPss )‘Pa Kfy top, (ba QaBJS, CT? Cfa CK) s a positive constant.

Proof. We choose (v?h, q%,v}ih,q,ﬁ’, wih,uh) (uJS( Z,p}SL " uP}:L7ph 7d7y2’,?, A7) in (7.1a)-(7.1d) and using the (5.12),

we have

S/, S, S, P — P, P, P,
aj(uyy, upy) +ag (Y, dfyé )+ ((1 —¢)? K" dp," py, n)g +mp, (1-9)(dr ”s nodrys )
P, P, p, P, S, ) N ) p, P,
+ mpf¢‘ (d‘r(ur,}? + us,}?)’ (ur,lzl + us,}?)) + aBJs ('u’f,z7 d"’ys,h ;uf,h7 d"'ys,h ) + m¢2/l€(ur,l':l’ ur,i?)
S, P, P, S, — P,
= (f&,ur)ar + (0o f B dry ) aw + (0pof o, w0 )aw + (8, 0 M as + (07107, 2, e -

Now, as a consequence of the following identity
n n 1 n|2 1 n|2
T"d. 1" = §dr||T 15.0p + §T||dr’r 15.0p 5 (7.3)
Qp

we readily obtain the energy inequality

dT n
5 (1= D)uly Il

+ 5 (= 9)ldruly

P,n
+pf¢||us h +u7‘h ||0 Qp) + "U, dTys,h

— P.n P,n
+ (1= 6PK DR B + 2ple W 2 + MV - 957 B + sl il + wli) B )
(1= @K o}
— P.n S,n S,n
. (&mwmwh%—wwuwwawwm

S<fs(tn)vuf:Z>QsJF(prP(tn)vuf,ﬁ)QpJF(Pfd’fP(n)vur,h)ﬂ + (rs(ta), pp " )as + (07 0(ta), 21, "2

+ 2ﬂpl|d75(y§#)”0,ﬁp + Aplld-V - yz’]’?HOsQP

Using Cauchy Schwarz and Young’s inequalities along with Lemma 5.1, noting that C depends on the parameters, and
using HuT < Hu n tu ’7”07%7 we can sum over n = 1,..., N and multiply by 7, to obtain

2
P,N PN P,N P, P, S,
laZ Y1 6 + 1P 13 0 + 153 1 0 + 5 mm+ﬁj@mLT%;M+MJm%+mﬂ%Q

P, P,n
+#20uuHMfwmw%m+Mwmmmﬂuunmg
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N
P.,0 P,0 P,0 _
< (IIu wllt.ce + 1Pk 10,00 + 1Uon i g + Iy I5.0n + et 7 Y (1 Fp ()13

n=1

HlIFs ()12 105 + 10(E)E 0

N
S, P, S, P, P,
+ Hrs(tn)H%,Qs) + €T Z(Huf,}nll %Qs + ||ph n“%,ﬂp + Ilph n||%2(ﬂs) + ||us,:||g,ﬂp + ||ur,’?||g,ﬂp)) ° (74)
n=1

Next, employing the inf-sup condition for (pi’n7 pg’", A7), in a similar way, we readily obtain

N
s,
€T Z(Ilphnll%vfﬁh + o " v, + IIARIIR, )

N
s, P, s,
Z Huf,;zl”iﬂs + Hur,:H%,Qp + |Uf,Z - Tys wlBss + 1 Fs(t )||(2),QS + pr(tn)Hg,Qp)- (7.5)

Combining (7.4) and (7.5), and taking e; small enough, and then ¢; small enough, we can assert that

2
P,N P,N PN P, P, S,
i 8.0 + 1 800 + 1900 1 0 + i I 0 + 7 § < wpi —dey |l oge + ||uf,;:||%,ﬂs>

N
Y (a3
N
S (I1fp(tn
n=1

s P,0
+llye 13 ap + luny s

N
P, S,
sy "B e + ey I + el B ) +7 D2 (105" Iy, + ek " Iy, . + MR, )
n=1

P,0
+ [Py,

P,0
1 F )2 105 + 10 0p + Irs(t)llTzog)) + g, 116

which completes the proof. 0
LEMMA 7.3. (Discrete Grownwall inequality [36]) Let 7 > 0, B > 0, and let ay,, by, ¢n,d, > 0 be non-negative sequences

such that ag < B and
n n—1 n
an—i—TZblgTZdlal—i—Tch—i—B, n > 1.
=1 =1 =1

Then, there holds

=1

n n—1 n
an+72bl§exp <7'Zdl> (TchJrB), n > 1. (7.6)
=1 =1

7.3. Error estimates for the fully discrete scheme.

THEOREM 7.4. Assuming (H.1)-(H.3) and sufficient smoothness for the solution of (4.1), the solution of (6.1a)-(6.1d)
with uf, (0) = L ptr o, Y% ,(0) = Lo nyy 0, Ppp(0) = Qrappo, and ul, (0) = Qq nuso, satisfies

[l — UsP,h||l°°(0,T;L2(Qp)) + 11" = ol 0,722 (000 )) + |1Y5 — yls),h”lOO(O,T;Hl(Qp)) + ||u}Sf - u?r,hHﬂ(o,T;Hl(Qs))
+ [luy = wp gl 0,75m2(00)) + 1ty — wr g llizo ez ey + 1(wF — deyl) — (UG, — dryh )20 75838)
+10° = phllieo,mic2@s)) + 1107 = i lizeo,rsz290)) + 1A = Anllizo,7:m-1/2 ()

< OV/exp(T) W™ [l pogrn gy T 07 U iz o,miprres 10y + 10005 20,7072 41 20)

+ R ([l |

+ hrsp+1(

I e i # yy + 1900T

12(0,T:H % T (Qp 100(0,T;H L?(O,T;H”@p“(ﬂp)))

P
Ip* Hzoo(o,T;H”v“mp))Jpr iz strmon ey + 10" 2 (0.mi7e 4 )
+ 17 (195 e 0,7+ ) + 195 2o miprrie @y 1005 20 i+ )

+ Hatyls)HLoo(o T;H" s TH(Qp)) + ||6ttyf||L2(07T;Hrk5+1(9p)))

Ts,+14..S +1
+ h f Hp ‘|l2(O,T;HTSf+l( )) + h kp 2(”)\”12 0,7;H kp (Z + ||)\Hl°°(OTH kp E)) + ||at)\||L2 0,T;H kp (E)))

+ 7106yt |l 20,7551 0p)) + 100yt | 200,712 00)) + 100y | Lo (0,71 (900)) + 110602y | £2(0,7:58 (909)
P P P
+ 10wy | 220, 7iL2(p)) + 100 |20, 71.2(0p)) + 106" | L2 (0,7522(0p)) |

where 0 <y, <ky, 0 <715, <sp, 1< g, <kp, 071, <sp, 1 <1p, <k, 0 <1, <os, _1/237"12,, < ];p—l/Q.
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Proof. We introduce the errors for all variables and split them into approximation and discretization errors:

ef = up" —upy = (up” — Lepuy™) + Ipaup™ —uph) = x} + o},

ef == ul ™ — = (uf " = Loy ") 4 (Loul ™ = uly) = X+ o,
P, s , Y L

el =y, =y = ( 5"—Ishy§”)+(lshys —yon) = X8 bl

eo = ul" —uly = (ul" = Quaul™) + (Quatl " —uly) = X1+ Pl
et = p>" = pp" = (05" = Qpap®™) + Q™" = P3") ==X}y + Oy
epp =00 =" = (77 = Quap™™) + (Quap™ = ") = X + S
ef = A" = AR = (A" = QapA") + (Qap A" = AR) == XX + O3 p
The error equations are obtained by subtracting the first two equations of (7.1a)-(7.1b) from the their continuous coun-
terpart (4.1). Let r,, denote the difference between the time derivative and its discrete analogue r,(6) = 9;0(t,,) — d.6™.
The proof follows the structure of the proof of Theorem 6.7:

(i) Substitute ('U?,m vﬁhl,wzh,vsh, ¢.q) = (DF 1y Pros A D5 1y Do s D s P ) It the error equation; and
(ii) Split the individual errors and apply the properties of the projection operators.

This gives

a? (¢}l,hv d)}l,h) + a? (¢f,ha d7'¢g,h) + a? (¢f,ha ¢:L,h) + Cll; (d7¢g,ha ¢:L,h) + Cll; (dT¢Z,hv dT¢Z,h) +al (¢Z,h’ dT¢Z,h)
+ asys (@ 4, dr @S 1 BF jy de b 1) + Mp o (dr by, dedl ) + Mp, (de®ls py dr @l ) +mp g (drpyl s, 1)
+mp o (drPs > Brrp) + (1- ¢)2K_1d'r¢gp,h, Zp,h)gp —mg(@yp, dr @y ) — me(dr g, dr by 1)
- me(ﬂﬁ,hv ¢:,h) - me(d7¢?,hv ¢Zh) + m¢'2/m(¢:,h’ (b:,h)
=&+ H, (7.7)

where

€= —a} (X}, d}5) — af (X', @1) — aff (dox b)) — anss (XF doxs @ s de @) — 0% (D410 XF,)
—br (d’?,hﬂ &y 1> 05 X% + by (drx2, ¢Zp,h) +mo(Xy, dr P p) +mol(d- X5, dr @l ) +mo(Xy, 1) +mo(de XS, &1 )
— Mg/ (X7 Pr ) — Mppo(de Xy dr @) — M, (dr X s dr 1) — Mo (dr X3 @7 5) — M0 (drX s, 1)
= ay (r(y), @7n) + mo(rn(ys), drdl ) + mo(rn(Y3), $1n) = Mo (rn(ur), el ) = M, (rn(Y5), dr @7 5)
— o (T (), @1 1) = M 0 (rn(ug), &7 + 05 (rn(Y2), ) — (1= 9)? K~ ' (p), Ppph) o
H=—a] (X2 d: 7)) — a’f (X dr % ) — (dTXs?d @) — by (dr @2 1y Xpp)
—af (Tn(ys ), d-$% 1) — asys (0,7 (Y ); ¢f7h7d7¢s,h) —br(0,0,d, &g 1,5 X))

By using the inequality (5.12) and the identity (7.3), the left-hand side of (7.7) becomes

LHS(7.7y 2> %dr (||¢?s,h||(2),ﬂp + ||¢Zp,h||g,9p + [l og + ||¢:},h||%,ﬂp) + g (Hd’rd)?s,h”g,gp
Hldr o il p + ldr 2 nl2 an + drd7alE0n) + |84 — drdlalss + 167 all0.00 + 67 413 0
Now, we bound the terms on the right-hand side similarly as in the proof of Theorem 6.7. Consequently we get
T < et (IxFIEos + IX2IE 0 + 1dext T an + IX 15 .00 + 14X 1B 00 + ldrXasl3 0n + IdeX 1B 00 + IXF,116,06
+ (Y5 00 + I (W) 18 0p + lIra (w50, + IITn(pP)Hg,QP) + XA 2z

2
e (1107l s + 10718 00 + 185118 0 + 107118 00 + [SF1 = BTl + 6530 ) - (7.8)

HIXRNZ2 ) + I (I

Combining (7.7) and (7.8), summing over n = 1,..., N, and multiplying by 7, we use Lemma 5.1 to obtain:

N
+ 16Nl o + 0N 15.0p + 72> (ld-02

n=1

+ ||d‘l’¢gp,

N
||d)ss,h||%,§2p + H(b;[)\;),h ;

N
2
+Hdr¢?,h||?,ﬂp + ||dr¢’?,h||(2),9p) + TZ (‘d’?,h - dr(f)?,h!BJs + oy nllo.ar + ”d)?,h”iﬂs)
n=1

N
0 0 0 _
<C ||¢ss,h||g,ﬂp + ||¢gp,h||(2),9p + ”(bs,h”%,ﬂp + H¢T,h||g,flp +e'T Z (HX?”%QS + I %Qp + ||er?H%,Qp

n=1

s
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I8 0 + 14X 18 0 + ldeXEllE p + eI 0p + IXF 116,05 + I7a(UOT 0p + rn (WG 00

+ 1155 nl5.0p

Hlrn ()13

N
+ ()3 e + 1720 5.00) + e > (107411 00 + 167
n=1

N
+ [l 2, + ‘¢?,h Oy h’BJS + H¢)pp7 ) TOT Z(HXS\LH2—1/27Z +H)} (7.9)

n=1

Next, for each term in H, we use the following summation by parts

N-1
T Z e ly) = (v (), 9N = (0(0),92,) =7 D (d 1)

n=1 n=1

where v stands for any of the functions in H. Then, we apply Cauchy—Schwarz and Young’s inequalities to obtain

TZ ), d-®% )
N—-1

N-1
€1 N 1 T n 1 n
< S lletnllion + TﬁHU(b‘N)II%,Qp t3 >l nlza. + §(H¢2,h||3,szp + o5 e +7 Y ldrv" 1§ 0.)-
n=1

n=1

Next we proceed to bound each term of H. It follows that

N—-1
TZH<61||¢M||1QP+TZ 24 + 102130 + et (X2 00

+Ixpplld ap + I (@ 10 + XX -172(05))
+d + plld.r + lro@ e + XN a-1/2(00))

+IxN 3. ap + ||dTXs
+C (I qap + X013

N-1
+7 > (ld-X21
n=1

+ldern (@) e + ldexil-1/2.00) -

+ HdTX:LH%,Qp + Hd‘rdv’X? 1 + ||dTX;)Lp i

)

For the initial conditions, we set uf’h =L 10, Ush = Qs nUs,0, DL (0) = Qp.npp.o, and yls:”h(O) = I ny, o, implying

0 0 0 0
¢r,h =Y ¢ss,h =Y, ¢s,h =4 pp,h — =0.

Analogously to equation (6.30), we have

N
€2TZ(||¢?p,h||2L2(QS) + ||¢Zp,h||g,9p + “¢&L,h||2—1/2,2) N 627’2(\@?@”%95 + h’72||¢:},h||g79p
n=1 n=1

+|¢}L7h d ¢sh|BJS+H¢ +||Xf||1 Qg +HXT +||X)\||_1/2 E)

We note that the terms involving dT on the right-hand side require special treatment similarly as in [38]. Consequently

XG0 + X7 l5.00

+lldexX-1/2.90)

N—
Y (ld-X213 ap + ldexi I3 ap + Ndexpld

tN
< /0 (llaTXSH%,QP + ||aTXT||%,QP + ||a'rpr||(2),Qp + HBTX>\||—1/27QP) .

To bound ||d,d-x ||} ¢, , we use the Integral Mean Value and Mean Value Theorems. Therefore

N—-1
T Z ld-d-x ||1 Qp = CGS(SSUP)Hatth||1 Qp-
te(0,t

n=1

On the other hand, regarding the time discretization error, Taylor’s expansion gives

TZ 170 (D) 7k 5y < CT20u bl T2 (0 7.1 (5))

and similarly for the higher-order derivatives, we obtain
TZ ldrrn (@) (s) < CT2N0uebN72 (0,111 (5 (7.10)

The assertion of the theorem follows from combining (7.9)-(7.10), the discrete Gronwall inequality (7.6) for a,, = |¢gh 12 o>
triangle inequality, and the approximation properties (6.8a) (resp. (6.19a)) applied to (6.8¢), (6.9), (resp. (6.19¢)). |
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DoF's h H6u§ ||l2(H1) rate ||6p5||l2(L2) rate ||eur||l2(L2) rate ||6pP||l2(L2) rate

1107 | 0.2795 0.214600 - 28.57000 - 4.998000 - 0.375800 -
3995 | 0.1398 0.035700 2.586 | 0.900800 | 4.987 | 0.136400 | 5.196 | 0.060180 | 2.643
15147 | 0.0699 0.009108 1.972 | 0.335000 | 1.427 | 0.045020 | 1.599 | 0.016930 | 1.830
58955 | 0.0349 0.002272 2.003 | 0.047570 | 2.816 | 0.007665 | 2.554 | 0.004460 | 1.924
232587 | 0.0175 0.000567 | 2.003 | 0.006113 | 2.960 | 0.001311 | 2.547 | 0.001058 | 2.075

DoF's h ||ey1:||l2(H1) rate ”euf”l?(LQ) rate ||e>\||l2(H—1/2) rate

1107 | 0.2795 | 0.454600 - 0.241100 - 13.81000 -
3995 | 0.1398 | 0.181500 1.325 | 0.048640 | 2.309 0.297700 5.536
15147 | 0.0699 | 0.048740 1.897 | 0.012250 | 1.989 0.080220 1.892
58955 | 0.0349 | 0.012440 1.970 | 0.003070 | 1.996 0.007744 3.373
232587 | 0.0175 | 0.003128 1.991 | 0.000763 | 2.009 0.000654 3.566

TABLE 1

Ezxperimental errors related to spatial discretization and convergence rates are computed for the approximate solutions

ujsc,ps, urp,ph,yf, uf and \p, using IP’% Py — IP’% — Pl — IP’% — IP% —Py. The computations are performed at the last time step.

8. Numerical experiments. All the routines have been implemented using the open-source finite element library
FEniCS [1], along with the specialized module multiphenics [8]. This module was used to handle specific terms related
to subdomains and boundaries. The solvers used in this work are monolithic. We utilized the MUMPS [6] distributed
direct solver for the linear systems in the first three examples and employed UMFPACK [27] for the fourth example. We
showcase four examples: convergence tests (example 1), simulation of subsurface fracture flow (example 2), extensible
channel flow (example 3), and flow and deformation patterns in 2D slices of the brain (example 4).

8.1. Convergence tests against manufactured solutions. The accuracy of the spatio-temporal discretization is
verified using the following closed-form solutions defined on the domains Qg = (0,1) x (0,1),Qp = (0,1) x (1, 2), separated
by the interface ¥ = (0,1) x {1}

s — cos(mx) sin(my) s . ) p [ t*sin®(4my) — ta cos(4ny)
uy = sin(t) < sin(mz) cos(my) ’ p" = sin(t) cos(mz) cos(my), Yr =\ ¢ sin?(47y) + 2tx® sin(4my) )
P _ ta3 cos(4my) p [ 0.5t%x3 cos(4my) p_ . .
U, = ( ota®sin(dny) ) s =\ Zeedsin(my) ) p- = cos(t) sin(mwz) sin(my). (8.1)

The synthetic model parameters are taken as
Ap =10, pp =10, pr=10, ampjs=1, ¢=01, k=1, p,=1, pr=1 K=1, 606=-0.01,

all regarded non-dimensional and do not have physical relevance in this case, as we will be simply testing the convergence
of the FE approximations. The model problem is then complemented with the appropriate Dirichlet boundary conditions
and initial data. These functions do not necessarily fulfill the interface conditions, so additional terms are required giving
modified relations on X:

u? -ng + (3tyf + uf) ‘np = miex, — (US’I’Ls) ‘ng = — (o'l;np) “np + m%,ex = A,

a?ns + afc’np + aspnp = m%vex, - (a?ns) T = MfO[BJSQ/Z;l (u? — 8tySP) STy m%yex, (a?np) TR = m%’ew

and the additional scalar and vector terms miz,ex (computed with the exact solutions (8.1) entail the following changes
in the linear functionals

F(v}) = /Q Fsvf — (MG e v Trg)e, F()):= / prof v} + (M3 s vy - Mp) 5+ (M 007 - 77 ) 5,
s

Qp

F(wY) ::/Q ppfpWl + (M3, o W + (M o 0 Trg))e, F(p) = = (g o s
P

We generate successively refined simplicial grids and use a sufficiently small (non dimensional) time step 7 = h? and
final time T' = 1, to guarantee that the error produced by the time discretization does not dominate. Errors between the
approximate and exact solutions are shown in Table 1. This error history confirms the optimal convergence of the FE
scheme for all variables in their respective norms.

The backward Euler method is assessed for time convergence and verified by partitioning the time interval (0,1) into
successively refined uniform discretizations and computing cumulative errors

N 1/2
6= (ZTns(th) - s;:“nz) ,

n=1
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T s rate €p; rate Cu, rate pn rate Eyp rate
0.5 | 0.0293 - 0.5374 - 0.0514 - 0.1013 - 1.3238 -

0.225 | 0.0146 | 1.005 | 0.2688 | 1.000 | 0.0231 | 1.150 | 0.0504 | 1.008 | 0.5736 | 1.207
0.125 | 0.0073 | 1.000 | 0.1345 | 0.990 | 0.0109 | 1.078 | 0.0251 | 1.003 | 0.2645 | 1.117
0.0625 | 0.0036 | 0.999 | 0.0673 | 0.998 | 0.0053 | 1.033 | 0.0126 | 1.001 | 0.1266 | 1.063
0.03125 | 0.0018 | 0.998 | 0.0337 | 0.998 | 0.0027 | 1.001 | 0.0063 | 0.999 | 0.0619 | 1.033
0.015625 | 0.0009 | 0.997 | 0.0169 | 0.997 | 0.0014 | 0.967 | 0.0031 | 0.996 | 0.0306 | 1.018

T Eyr rate | ||exll2(g-1/2) | Tate
0.5 | 0.1458 — 0.1505 —
0.225 | 0.0729 | 1.000 0.0749 1.007

0.125 | 0.0365 | 1.000 0.0374 1.003
0.0625 | 0.0182 | 1.000 0.0187 1.002
0.03125 | 0.0091 | 1.000 0.0093 1.000
0.015625 | 0.0046 | 0.999 0.0047 1.000

TABLE 2
Experimental cumulative errors associated with the temporal discretization and convergence rates for the approximate solutions
u?,ps7 uf,ph,yf, and uf, using a backward Euler scheme.

where || - ||« denotes the appropriate space norm for the generic vector or scalar field s. For this test we use a fixed mesh
involving 923915 DoFs. The results are shown in Table 2, confirming the expected first-order convergence.

8.2. Simulation of subsurface fracture flow. This test illustrates the applicability of the formulation in hydraulic
fracturing and problem setup is similar to [3, 38]. The physical units are meters for length, seconds for time, and KPa
for pressure. Consider a rectangular domain 2 with dimensions (0, 3.048) x (0,6.096), which contains a relatively large
fracture known as a macro void or open channel g filled with an incompressible fluid, and the poro-hyperelastic domain
is defined as Qp = Q\ Qg. The permeability « and porosity ¢ are heterogeneous but isotropic in the zy-plane, and
derived from the non-smooth pattern found in the Society of Petroleum Engineers SPE — 10 benchmark data/model 2*.
We rescale this pattern as in [4] and map it onto a piecewise constant field using an unstructured triangular mesh for
the poro-hyperelastic region. Note that the present formulation requires smooth porosity. Therefore, we project both
the porosity and permeability data onto a P; field, as visualized in Figure 8.1. There are 85 distinct layers within two
general categories. We choose layer 80 from the dataset, which corresponds to the Upper Ness region exhibiting a fluvial
fan pattern (flux channels of higher permeability and porosity). No gravity and no external loads are considered and
the unstructured triangular mesh has 1629 elements for the Stokes region and 18897 elements for the poro-hyperelastic
domain. We introduce a minor modification to the PDEs of the poroelastic region. Specifically, we incorporate p f¢2/<;]71ur

instead of qSQ/f; Lu,.

The boundary conditions are chosen to be

Injection: u]Sc -ng = 10, ufc Ty =0 on Yinfiows

stress free: (O'SPnp) =0, (U?ﬂp) =0 on Yeft,

Normal relative velocity: uf -np =0 on Ypottom U Xright U Ltops
Normal displacement: yY mp =0 on Thottom U Lright U Liops
Shear traction: (o'sPnp) 155 =0, (O'I;TLP) T =0  on Xpottom U Lright U Xtop-

The initial conditions are set accordingly to ur (0) =0, Y (0)=0, uf(0)= 0 and p”(0) =0. The total simulation

S
time is T' = 10 hours and the time step is 7 = 30 s. The model parameters are taken as

v=02, p;=10"% apyjs=1.0, p;=1000, p,=1016, 0=0, co=689x107% K= (1-¢)*/co

These parameters are realistic for hydraulic fracturing and are similar to the ones used in [20, 33].

The Lamé coefficients and bulk modulus are determined from the Young’s modulus F and the Poisson’s ratio v via the
relationships A\, = Ev/[(1+v)(1—2v)] and p, = E/[2(1+v)] . Given the porosity ¢, the Young’s modulus is determined
from the law E(z) = 107(1 — 2¢(x))? .

For this test, we use the Taylor-Hood P4 — P; elements for the fluid velocity and pressure in the fracture region, and

P2 — P; — PZ — P? elements for the relative velocity, pressure, solid displacement and solid velocity in the porous medium,
and continuous P; elements for the Lagrange multiplier. Snapshots of the approximate solutions (relative velocity, solid

Lwww.spe.org/web/csp
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for reservoir simulations, herein projected onto a P1 field for the poro-hyperelastic sub-domain.
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Fic. 8.2. Snapshots of the approximate solutions for fluid injection into a fracture porous medium using the SPE10-based benchmark test.

velocity, solid displacement, pressure in the poro-hyperelastic region, and fluid pressure and velocity magnitude in the
Stokes region) for fluid injection into a fracture porous medium using the SPE10-based benchmark test are shown in
Figure 8.2. We observe that the most of the leak-off occurs through the fracture tip, where the relative velocity in the
porous medium is greatest in a channel-like high-permeability region near the tip. The injected fluid causes an increase
in pressure at the interface, and the anticipated channel-like progressive filtration from the Stokes domain to the poro-
hyperelastic domain can be appreciated in the porous pressure plot on the left panel of Figure 8.2, demonstrating higher
values near the fracture tip. We note that the model we are using allows for using a spatially varying porosity within the
equation, which leads to a leakage near the base of the injection pointing downwards. A similar effect is seen at nearly
two-thirds of the tip, with an upwards flow.
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8.3. Channel filtration and stress build-up on interface deformation. We continue our set of numerical
simulations addressing an important practical problem. We adopt a similar setup as in [38]. Consider the domains
Qs = (—1,1) x (0,2),Qp = (—1,1) x (—2,0), separated by the interface ¥ = (—1,1) x {0}. Even if the present model
is stated in the limit of small strains, it is possible to have large displacements, likely located near the interface (and
without violating the model assumptions). In this scenario,

we smoothly move the fluid domain and the fluid mesh to avoid distortions generated near the interface. For this we
use a standard harmonic extension that is solved at each time step: Find di = dj, + dj, such that

—Aah =0 in Qg, Hh =dj on X, Vah -ng = 0 on walls of g, and Hh = 0 on the inlet.

Note that, in contrast to [38], we are using a homogeneous Neumann boundary condition at the sides. Then, we perform
an L2-projection of both dj, and ah into V, 5, + V¢ and add them to obtain the global displacement dj. We enforce the
effect of deformation on the Stokes domain by considering that {ls is a deformed configuration, and solve in that domain
the pulled-back equations according to the deformation ¢(x) = x + d.

We illustrate the effect of using harmonic extension by looking at the behavior of normal filtration into a 2D deformable
porous medium. The boundary conditions is as follows, assuming that the flow is driven by pressure differences only. On
the top segment we impose the fluid pressure p3 = 2sin?(7t), and on the outlet (the bottom segment) the fluid pressure
pP . = 0. On the vertical walls of Qg we set u]Sc = 0 while on the vertical walls of Qp we set the slip conditions y¥ -np =0
and uf - np = 0. The model parameters (all adimensional) are taken as

Kk = 0.005, )\p = 10, Hp = 5, Pp = 107, pPf = ]., aBJs = 0.1, By = 08, 0= 0, co = 0.02,

¢$=03, K=(1-9¢)/co.

We assume that there are no body forces or gravity acting on the system. This example uses the same FEs as before and
the numerical results are presented in Figure 8.3. The effect of the interface is clearly seen in the poroelastic domain. Close
to the interface, the relative velocity, the solid displacement, and the fluid pressure are heterogeneous in the horizontal
direction before recovering the expected constant value (constant in the horizontal direction) expected in the far field.
Also, we plot the overall displacement in the domain. From Figure 8.4 (see panels (b) and (c)) one can see that for large
enough interfacial displacements, the elements close to it exhibit a large distortion.

8.4. Interfacial flow in the brain. To conclude this section, we present a 2D simulation related to brain biome-
chanics. More specifically, we investigate how the incoming cerebrospinal fluid (CSF) flow from the spinal canal effects the
brain tissues. In other words, we can say that the chosen problem is motivated by real-world applications like modeling
the glymphatic system, where the brain porous tissue interacts with the surrounding CSF. For example, a heartbeat
creates pressure waves in the CSF around the brain, which then spread through the brain. A number of mechanical
processes constantly affect the brain function: blood entering and leaving, fluid movements such as CSF and interstitial
fluid in and around the brain and spine, pressures inside the skull, brain tissue shifts, and fluid flow between cells, for
example.

Following [16], we represent the brain parenchyma as a 2D poro-hyperelastic sub-domain Qp, and the surrounding
CSF-filled spaces as a free fluid (Stokes) sub-domain denoted by §2g. These sub-domains share a common boundary
3 = Qg N Qp with normal vector ng, pointing from Qg to Qp on ¥ and outwards on the boundary 9Q2g. The following
values for the material parameters are adopted from [16, 23, 44|

pp=7x10"", apjs=1, c=2x10"" ¢=02, K= (1-¢)*/co, r=1x10"% p,=267x10"°,

Ay =26488 x 1072, 0 =0, p;=1.005 p,=1.03.

The traction boundary conditions are applied as follows: at the top right (0'? ‘ng = (10,10)) and bottom right (0'? ‘ng =
(1,1)) regions in the axial slices of the brain, and at the top (o’}q -ns = (10,10)) region in the coronal slices of the brain.
A homogeneous Dirichlet boundary condition is imposed on the remaining parts of the boundary. The snapshots of the
approximate solutions (interstitial fluid pressure, interstitial fluid velocity, brain tissue displacement, brain tissue velocity,
CSF pressure, CSF velocity) for the axial and coronal slices, which illustrate the interfacial flow in the brain, are shown
in Figures 8.5 and 8.6, respectively.

For the axial slices, the excess pore pressure that develops in the parenchyma drains through the entire interface.
However, under the flow and loading rate regime being considered, the localization of Stokes fluid pressure and Stokes
velocity (determined by boundary conditions on the bottom left) results in interfacial flow patterns where the pore pressure
gradient is much higher near the bottom-left region with larger velocity. The Biot fluid pressure then dissipates throughout
the remainder of the deformable porous domain, and the permeating patterns align with the brain displacement. As the
flow eventually reaches the interface near the boundary (on the top right), the displacement is significantly smaller
compared to the displacement near the center of the parenchyma.
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F1a. 8.4. Zoom of the meshes on the interface at times t =0, t =1, and t = 2. Effect of using or not the harmonic extension to move
the fluid domain (bottom and top, respectively).

In the coronal slices, we observe that both fluid pressure distributions in the subarachnoid space (region filled with
CSF) and brain parenchyma exhibit a higher gradient near the portion of the interface closer to the boundary at the top.
This results in a very smooth displacement field with a relatively higher (but still mild) magnitude near the top-center
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Fic. 8.5. Snapshots of the approximate solutions for the interfacial flow in an idealized geometry at T = 1 with dt = 0.005. The traction
boundary conditions in the top right and bottom left corners (azial slices), respectively.

part of the interface. On average, the fluid pressure in the subarachnoid space remains higher than in the parenchyma.
In both types of slices, the interstitial fluid (ISF) velocity within the brain parenchyma remains generally low relative
to CSF flow. We note that, since the application here is in 2D, we refrain from drawing any conclusions regarding the
phenomena in 3D.

9. Conclusion. In this paper, we propose a model for the coupling between free fluid and a poro-hyperelastic body.
This model is a novel contribution to the field of theoretical and numerical partial differential equations in interface
coupled problems. We employed the Brinkman equation for fluid flow in the porous medium, incorporating inertial effects
into the fluid dynamics. A Lagrange multiplier-based formulation is proposed and prove the existence and uniqueness of
the continuous and discrete formulations. The proof of the existence relies on an auxiliary multi-valued parabolic problem.
A priori error estimates for both the semi- and fully-discrete schemes are derived. Theoretically, we observe that both
relative velocity and solid displacement exhibit sub-optimal convergence. The solid and relative velocity blocks in the
diagonal of the system matrix makes it difficult to derive a bound in the energy norm. We conducted numerical validation
of spatio-temporal accuracy. The numerical convergence tests show a suboptimal convergence for relative velocity and
optimal convergence for solid displacement in their respective norms. Additionally, we observe superconvergence for
Stokes pressure. We also performed tests of applicative relevance, studying the behavior of poromechanical filtration
in subsurface hydraulic fracture with challenging heterogeneous material parameters and channel filtration when stress
builds up on interface deformation. The set of tests also includes a typical application in biomechanical modeling of the
brain to study the effect of heartbeats on the flow of cerebrospinal fluid (CSF) and the movement of parenchymal tissue.
These results can contribute in the prediction of important mechanisms in the overall brain function. Further perspectives
of this work include the extension to the fully nonlinear regime, as well as other type of transmission conditions that
would allow more generality in the type of poromechanical problems we can tackle. While the model and the continuous
and discrete analyses are valid also in the 3D case, our numerical examples were only in 2D, due to the substantial
increase in computational and memory requirements. Also, the interface in 3D brain geometries is significantly larger
and more complex than in 2D cases, increasing the number of degrees of freedom at the interface. We therefore foresee
the development of suitable parameter-robust block preconditioners.
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