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We present a finite element discretization to model the interaction between a poroelastic structure and an elastic 
medium. The consolidation problem considers fully coupled deformations across an interface, ensuring continuity 
of displacement and total traction, as well as no-flux for the fluid phase. Our formulation of the poroelasticity 
equations incorporates displacement, fluid pressure, and total pressure, while the elasticity equations adopt a 
displacement-pressure formulation. Notably, the transmission conditions at the interface are enforced without 
the need for Lagrange multipliers. We demonstrate the stability and convergence of the divergence-conforming 
finite element method across various polynomial degrees. The a priori error bounds remain robust, even when 
considering large variations in intricate model parameters such as Lamé constants, permeability, and storativity 
coefficient. To enhance computational efficiency and reliability, we develop residual-based a posteriori error 
estimators that are independent of the aforementioned coefficients. Additionally, we devise parameter-robust 
and optimal block diagonal preconditioners. Through numerical examples, including adaptive scenarios, we 
illustrate the scheme’s properties such as convergence and parameter robustness.

1. Introduction

In a variety of engineering and biomedical applications, poroelastic bodies are either surrounded or in contact with a purely elastic material. 
Examples include filter design, prosthetics, simulation of oil extraction from reservoirs, carbon sequestration, and sound insulation structures. From 
the viewpoint of constructing and analyzing numerical methods, recent works for the interfacial Biot/elasticity problem can be found in [4,5,25–27]. 
These contributions include mortar-type discretizations, formulations using rotations, and extensions to lubrication models. In this work we focus on 
H(div)-conforming discretizations of displacement for the transmission problem, in combination with a total pressure formulation for both the elastic 
and poroelastic sub-domains. Divergence-conforming methods with tangential jump penalization for elasticity were already proposed in [32]. Their 
counterpart for Biot poroelasticity equations (in the typical two-field formulation) has been introduced in [33,47,48], while a much more abundant 
literature is available for Brinkman flows (as well as coupled flow-transport problems) in [16,17,30,35]. The extension to interfacial porous media 
flow has been addressed in [18,19,24,34]. In general, such types of discretizations offer appealing features such as local conservation of mass, and 
the ability to produce robust and locking–free schemes. These types of schemes are required because of the large number of parameters upon which 
robustness is targeted (especially in the limits of near incompressibility and near impermeability).
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As regularity of the solution is not always available (due to possibly high contrast in material parameters, domain singularities, etc), we are 
also interested in deriving a posteriori error estimates which allow us to apply adaptive mesh refinement in the regions where it is most required. A 
coupled elliptic–parabolic a posteriori error analysis for Biot poroelasticity and multiple network poroelasticity is available from the works [1,22,38]. 
On the other hand, robust estimates for the elasticity–poroelasticity coupling have been obtained only recently, for enriched Galerkin methods in 
[26], and in [5] for rotation-based formulations.

Here the analysis is carried out considering two examples of fluid pressure approximation: either continuous or discontinuous piecewise polyno-

mials. For the DG case we use a classical symmetric interior penalty (SIP) method. In all cases the proposed formulation is robust with respect to 
material parameters that can assume very small or very large values, including the extreme cases of near incompressibility, near impermeability, and 
near zero storativity. This parameter independence in the stability of the discrete problem is critical in the a priori error bounds, in the derivation of 
a posteriori error estimates, and in the design of robust preconditioners.

Finally, we design optimal preconditioner that are robust with respect to parameters. The preconditioner is block-diagonal and its definition 
relies on the stability properties of the proposed numerical scheme, i.e., it consists in a discretization of the continuous Riesz map (see [30,37] for 
similar approaches). The definition of the pressure block is motivated by [42], where a robust preconditioner for the interface Stokes problems with 
high contrast is proposed.

The remainder of the paper has been structured as follows. Section 2 is devoted to the description of the interfacial problem, it states boundary 
and transmission conditions, and there we give the continuous weak formulation. The discrete problem in two different formulations is defined in 
Section 3. The stability and solvability of the H(div)-conforming methods is addressed in Section 4. Residual-based a posteriori error estimators are 
constructed and analyzed in Section 5. The operator framework and definition of a norm-equivalent preconditioner is addressed in Section 6, and 
numerical methods that confirm the properties of the proposed methods are collected in Section 7.

2. Problem statement

2.1. Preliminaries

Standard notation on Lebesgue and Sobolev spaces together with their associated norms will be adopted throughout the presentation. For 𝑠 ≥ 0
and a generic domain D, the symbol H𝑠(D) denotes the usual Sobolev space equipped with the norm ‖ ⋅ ‖𝑠,D and seminorm | ⋅ |𝑠,D . The case 
𝑠 = 0 is understood as the space L2(D). Boldfaces will be used to denote vector-valued spaces, maintaining the same notation as scalar spaces for 
the norms and seminorms. For a Banach space 𝑉 , we will use the symbol 𝑉 ′ to denote its dual space. We also recall the definition of the space 
𝐇(div, D) ∶= {𝒗 ∈ 𝐋2(D) ∶ div𝒗 ∈ L2(D)}, which is of Hilbert type when endowed with the norm ‖𝒗‖2div,D = ‖𝒗‖20,D + ‖ div𝒗‖20,D . The symmetric 
gradient of a vector field 𝒗 is a tensor field denoted as 𝜺(𝒗) = 1

2 (∇𝒗 +∇𝒗𝒕). As usual, throughout the paper the notation 𝐴 ≲ 𝐵 will abbreviate the 
inequality 𝐴 ≤ 𝐶𝐵 where 𝐶 is a generic constant that does not depend on the maximal mesh sizes ℎ nor on the sensitive parameters of the model, 
in particular the Lamé parameters on each subdomain (and will proceed similarly for 𝐴 ≳ 𝐵). The constants in the inequalities will be specified 
whenever necessary from the context.

2.2. The transmission problem

Following the problem setup from [25,26], let us consider a bounded Lipschitz domain Ω ⊂ R𝑑 , 𝑑 ∈ {2, 3}, together with a partition into non-

overlapping and connected subdomains ΩE, ΩP representing zones occupied by an elastic body (e.g., a non-pay rock, in the context of reservoir 
modeling) and a fluid-saturated poroelastic region (e.g., a reservoir), respectively. The interface between the two subdomains is denoted as Σ =
𝜕ΩP ∩ 𝜕ΩE, and on it the normal vector 𝒏 is assumed to point from ΩP to ΩE. The boundary of the domain Ω is separated in terms of the boundaries 
of two individual subdomains, that is 𝜕Ω ∶= ΓP ∪ ΓE, and then subdivided as the disjoint Dirichlet and Neumann type condition as ΓP ∶= ΓP

𝐷
∪ ΓP

𝑁
and ΓE ∶= ΓE

𝐷
∪ ΓE

𝑁
, respectively. We assume that all sub-boundaries have positive (𝑑 − 1)–Hausdorff measure.

In the overall domain we state the momentum balance of the fluid and solid phases on the poroelastic region, the mass conservation of the total 
amount of fluid, and the balance of linear momentum on the elastic region. In doing so, and following [4], in addition to the usual variables of 
elastic displacement, poroelastic displacement, and fluid pressure, we employ the total pressure in the poroelastic subdomain, and the Herrmann 
pressure in the elastic subdomain. For given body loads 𝒃P(𝑡) ∶ ΩP → R𝑑 , 𝒃E(𝑡) ∶ ΩE → R𝑑 , and a volumetric source or sink 𝓁P(𝑡) ∶ ΩP → R, one seeks 
for each time 𝑡 ∈ (0, 𝑡f inal], the vector of solid displacements 𝒖E ∶ ΩE → R𝑑 of the non-pay zone, the elastic pressure 𝜑E ∶ ΩE → R, the displacement 
𝒖P(𝑡) ∶ ΩP → R𝑑 , the pore fluid pressure 𝑝P(𝑡) ∶ ΩP → R, and the total pressure 𝜑P(𝑡) ∶ ΩP → R of the reservoir, satisfying:

−𝐝𝐢𝐯(2𝜇P𝜺(𝒖P) −𝜑P𝐈) = 𝒃P in ΩP × (0, 𝑡f inal], (2.1a)(
𝑐0 +

𝛼2

𝜆P

)
𝜕𝑡𝑝

P − 𝛼

𝜆P
𝜕𝑡𝜑

P − 1
𝜂
div(𝜅∇𝑝P) = 𝓁P in ΩP × (0, 𝑡f inal], (2.1b)

𝜑P − 𝛼𝑝P + 𝜆P div𝒖P = 0 in ΩP × (0, 𝑡f inal], (2.1c)

−𝐝𝐢𝐯(2𝜇E𝜺(𝒖E) −𝜑E𝐈) = 𝒃E in ΩE × (0, 𝑡f inal], (2.1d)

𝜑E + 𝜆E div𝒖E = 0 in ΩE × (0, 𝑡f inal]. (2.1e)

Here 𝜺(𝒖E), 𝜺(𝒖P) denote the tensor of infinitesimal strains in the elastic and poroelastic structures, respectively, 𝜅(𝒙) is the hydraulic conductivity of 
the porous medium, 𝜂 is the constant viscosity of the interstitial fluid, 𝑐0 is the storativity coefficient, 𝛼 is the Biot–Willis consolidation parameter, 
and 𝜇E, 𝜆E and 𝜇P, 𝜆P are the Lamé parameters associated with the constitutive law of the solid on the elastic and on the poroelastic subdomain, 
respectively. The poroelastic stress 𝝈 = 𝝈 − 𝛼𝑝P𝐈 is composed by the effective mechanical stress 𝜆P(div𝒖P)𝐈 + 2𝜇P𝜺(𝒖P) plus the non-viscous fluid 
stress (the fluid pressure scaled with 𝛼). This system is complemented by the following set of boundary conditions

𝒖P = 𝟎 and
𝜅
𝜂
∇𝑝P ⋅ 𝒏Γ = 0 on ΓP𝐷 × (0, 𝑡f inal], (2.2a)

[2𝜇P𝜺(𝒖P) −𝜑P𝐈]𝒏Γ = 𝟎 and 𝑝P = 0 on ΓP × (0, 𝑡f inal], (2.2b)
𝑁
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𝒖E = 𝟎 on ΓE𝐷 × (0, 𝑡f inal], (2.2c)

[2𝜇E𝜺(𝒖E) −𝜑E𝐈]𝒏Γ = 𝟎 on ΓE𝑁 × (0, 𝑡f inal]. (2.2d)

Here, the partition ΓP ∶= ΓP
𝐷
∪ ΓP

𝑁
denotes the sub-boundaries where we impose essential (i.e., 𝒖P = 𝟎) and natural boundary conditions (i.e., 

𝝈𝒏Γ = 𝟎) corresponding to equation (2.1a). For ease of notation, we note that, in this definition, we are assuming that the essential and natural 
sub-boundaries corresponding to equation (2.1b) (i.e., the ones where we impose 𝑝P = 0 and ∇𝑝P ⋅ 𝒏Γ = 0, respectively) match the natural and 
essential sub-boundaries associated to (2.1a), respectively. However, in general, this does not have to be case, and one may choose separately the 
partition into essential and natural for each of these two equations separately.

Along with the previous set of boundary conditions, the system is also complemented by transmission conditions in the absence of external forces 
(derived by means of homogenization in [41]) that take the following form

𝒖P = 𝒖E, [2𝜇P𝜺(𝒖P) −𝜑P𝐈]𝒏 = [2𝜇E𝜺(𝒖E) −𝜑E𝐈]𝒏,
𝜅
𝜂
∇𝑝P ⋅ 𝒏 = 0 on Σ × (0, 𝑡f inal], (2.3)

which represent continuity of the medium, the balance of total tractions, and no-flux of fluid at the interface, respectively. An advantage with respect 
to [4] is that here we can use the full poroelastic stresses to impose the transmission conditions. We also consider the following initial conditions

𝑝P(0) = 0, 𝒖P(0) = 𝟎 in ΩP.

Homogeneity of the boundary and initial conditions is only assumed to simplify the exposition of the subsequent analysis, however the results 
remain valid for more general assumptions. We also note that non-homogeneous boundary conditions are used in the numerical experiments.

2.3. A weak formulation

The paper focuses on the spatial discretization and therefore (even if numerical tests later on will address the time-dependent case) we will 
restrict the forthcoming analysis to the steady case. Such a formulation can arise, for example, after a backward Euler discretization of the time 
derivative in the mass conservation equation with constant time step Δ𝑡, and then rescaling that equation with the time step setting Δ𝑡 = 1. Let us 
next define the function spaces

𝐕E ∶=𝐇1
ΓE

𝐷

(ΩE) = {𝒗 ∈𝐇1(ΩE) ∶ 𝒗|ΓE
𝐷
= 0}, 𝐕P ∶=𝐇1

ΓP
𝐷

(ΩP) = {𝒗 ∈𝐇1(ΩP) ∶ 𝒗|ΓP
𝐷
= 0},

QP ∶= H1
ΓP

𝑁

(ΩP) = {H1(ΩP) ∶ 𝑞P|ΓP
𝑁
= 0}, ZE ∶= L2(ΩE), ZP ∶= L2(ΩP).

Multiplying (2.1b) by adequate test functions, integrating by parts whenever appropriate, and using the boundary conditions (2.2c)-(2.2d), leads to 
the following weak formulation: Find 𝒖P ∈𝐕P, 𝒖E ∈𝐕E, 𝑝P ∈ QP, 𝜑E ∈ ZE, 𝜑P(𝑡) ∈ ZP such that

2𝜇P(𝜺(𝒖P),𝜺(𝒗P))0,ΩP − (𝜑P,div𝒗P)0,ΩP − ⟨[2𝜇P𝜺(𝒖P) −𝜑P𝐈]𝒏,𝒗P⟩Γ𝑃
𝐷
= (𝒃P,𝒗P)0,ΩP ,

(𝜑P, 𝜓P)0,ΩP − 𝛼(𝑝P, 𝜓P)0,ΩP + 𝜆P(𝜓P,div𝒖P)0,ΩP = 0,(
𝑐0 +

𝛼2

𝜆P

)
(𝑝P, 𝑞P)0,ΩP − 𝛼

𝜆P
(𝜑P, 𝑞P)0,ΩP + 1

𝜂
(𝜅∇𝑝P,∇𝑞P)0,ΩP − 1

𝜂
⟨𝜅∇𝑝P ⋅ 𝒏, 𝑞P⟩𝜕ΩP = (𝓁P, 𝑞P)0,ΩP ,

2𝜇E(𝜺(𝒖E),𝜺(𝒗E))0,ΩE − (𝜑E,div𝒗E)0,ΩE − ⟨[2𝜇E𝜺(𝒖E) −𝜑E𝐈]𝒏𝜕ΩE
,𝒗E⟩Γ𝐸

𝐷
= (𝒃E,𝒗E)0,ΩE ,

(𝜑E, 𝜓E)0,ΩE + 𝜆E(𝜓E,div𝒖E)0,ΩE = 0.

Note that we can simply define a global displacement 𝒖 ∈ 𝐕 ∶= 𝐇1
Γ𝐷

(Ω) (through continuity of the medium in (2.3)) such that 𝒖|ΩP = 𝒖P and 
𝒖|ΩE = 𝒖E; as well as a global pressure (it is the total pressure on the poroelastic medium and the elastic hydrostatic pressure on the elastic subdomain) 
𝜑 ∈ Z ∶= L2(Ω) such that 𝜑|ΩP = 𝜑P and 𝜑|ΩE = 𝜑E. Similarly, we define the body load 𝒃 ∈ 𝐋2(Ω) composed by 𝒃|ΩP = 𝒃P and 𝒃|ΩE = 𝒃E, and also 
the global Lamé parameters 𝜇 and 𝜆 as 𝜇|ΩP = 𝜇P, 𝜆|ΩP = 𝜆P and 𝜇|ΩE = 𝜇E, 𝜆|ΩE = 𝜆E. We also multiply the weak form of the mass conservation 
equation by -1. The steps above in combination with the second and third transmission conditions in (2.3), yield: Find 𝒖 ∈ 𝐕, 𝑝P ∈ QP, 𝜑 ∈ Z such 
that

𝑎1(𝒖,𝒗) + 𝑏1(𝒗, 𝜑) = 𝐹 (𝒗) ∀𝒗 ∈𝐕, (2.4a)

−�̃�2
(
𝑝P, 𝑞P

)
− 𝑎2(𝑝P, 𝑞P) + 𝑏2

(
𝑞P, 𝜑

)
= 𝐺(𝑞P) ∀𝑞P ∈ QP, (2.4b)

𝑏1(𝒖, 𝜓) + 𝑏2(𝑝P, 𝜓) − 𝑎3(𝜑,𝜓) = 0 ∀𝜓 ∈ Z, (2.4c)

where the bilinear forms 𝑎1 ∶ 𝐕 ×𝐕 → R, 𝑎2 ∶ 𝑄P × QP → R, 𝑎3 ∶ Z × Z → R, 𝑏1 ∶ 𝐕 × Z → R, 𝑏2 ∶ 𝑄P × Z → R, and linear functionals 𝐹 ∶ 𝐕 → R, 
𝐺 ∶𝑄P → R, adopt the following form

𝑎1(𝒖,𝒗) ∶= 2(𝜇 𝜺(𝒖),𝜺(𝒗))0,Ω, 𝑏1(𝒗, 𝜓) ∶= −(𝜓,div𝒗)0,Ω, 𝐹 (𝒗) ∶= (𝒃,𝒗)0,Ω,

�̃�2(𝑝P, 𝑞P) ∶=
(

𝑐0 +
𝛼2

𝜆P

)
(𝑝P, 𝑞P)0,ΩP , 𝑎2(𝑝P, 𝑞P) ∶=

1
𝜂
(𝜅∇𝑝P,∇𝑞P)0,ΩP , (2.5)

𝑏2(𝑝P, 𝜓) ∶= 𝛼
P (𝑝

P, 𝜓P)0,ΩP , 𝑎3(𝜑,𝜓) ∶= ( 1𝜑,𝜓)0,Ω, 𝐺(𝑞P) ∶= −(𝓁P, 𝑞P)0,ΩP .

𝜆 𝜆
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2.4. Properties of the continuous weak form and further assumptions

The variational forms above satisfy the continuity bounds

𝑎1(𝒖,𝒗) ≤ ‖√2𝜇𝜺(𝒖)‖0,Ω‖√2𝜇𝜺(𝒗)‖0,Ω ≲ ‖√2𝜇𝒖‖1,Ω‖√2𝜇𝒗‖1,Ω,

𝑏1(𝒗, 𝜓) ≤ ‖div𝒗‖0,Ω‖𝜓‖0,Ω ≲ ‖√2𝜇𝒗‖1,Ω‖ 1√
2𝜇

𝜓‖0,Ω,

𝑎2(𝑝P, 𝑞P) ≤ ‖√𝜅
𝜂
∇𝑝P‖0,ΩP‖√𝜅

𝜂
∇𝑞P‖0,ΩP ,

�̃�2(𝑝P, 𝑞P) ≤ ‖√(
𝑐0 +

𝛼2

𝜆P

)
𝑝P‖0,ΩP‖√(

𝑐0 +
𝛼2

𝜆P

)
𝑞P‖0,ΩP , 𝑎3(𝜑,𝜓) ≤ ‖ 1√

𝜆
𝜑‖0,Ω‖ 1√

𝜆
𝜓‖0,Ω,

𝑏2(𝑞P, 𝜓) ≤ ‖ 𝛼√
𝜆P

𝑞P‖0,ΩP‖ 1√
𝜆P

𝜓P‖0,ΩP , 𝐹 (𝒗) ≲ ‖𝒃‖0,Ω‖𝒗‖1,Ω, 𝐺(𝑞P) ≤ ‖𝓁P‖0,ΩP‖𝑞P‖0,ΩP ,

for all 𝒖, 𝒗 ∈𝐕, 𝜓, 𝜑 ∈ Z, 𝑝P, 𝑞P ∈ QP. There also holds coercivity of the following diagonal bilinear forms

𝑎1(𝒗,𝒗) ≥ ‖√2𝜇𝜺(𝒗)‖20,Ω ≳ ‖√2𝜇𝒗‖21,Ω, |𝑎2(𝑞P, 𝑞P)| ≥ ‖√𝜅
𝜂
∇𝑞P‖20,ΩP , 𝑎3(𝜓,𝜓) ≥ ‖ 1√

𝜆
𝜓‖20,Ω,

for all 𝒗 ∈𝐕, 𝑞P ∈ QP, 𝜓 ∈ Z, and the following inf-sup condition (see, e.g., [23]): There exists 𝜉 > 0 such that

sup
𝒗(≠𝟎)∈𝐕

𝑏1(𝒗, 𝜓)‖𝒗‖1,Ω ≥ 𝜉‖𝜓‖0,Ω ∀𝜓 ∈ Z. (2.6)

Details on the unique solvability of the continuous problem can be found in [25,27], or, for the steady case with rotation-based formulations, in 
[4,5] (but in those references the analysis assumes that the pay-zone poroelastic subdomain is completely confined by the elastic structure).

Similarly to the relevant inf-sup condition (2.6), we have that for each 𝜑0 ∈ L2(Ω) with 𝜑0|ΩE = 𝜑E
0 ∈ L2(ΩE) and 𝜑0|ΩP = 𝜑P

0 ∈ L2(ΩP), we can 
find 𝒗E0 ∈𝐇1

ΓE
𝐷

,0
(ΩE) and 𝒗P0 ∈𝐇1

ΓP
𝐷

,0
(ΩP), where 𝐇1

ΓE
𝐷

,0
(ΩE) = {𝒗 ∶ 𝒗 ∈𝐇1

ΓE
𝐷

(ΩE) and 𝒗|Σ = 𝟎} and 𝐇1
ΓP

𝐷
,0
(ΩP) = {𝒗 ∶ 𝒗 ∈𝐇1

ΓP
𝐷

(ΩP) and 𝒗|Σ = 𝟎}, such 

that

(div𝒗E0 , 𝜑E
0 )0,ΩE ≥ 𝐶ΩE∕𝜇E‖𝜑E

0‖20,ΩE ,
√
2𝜇E‖𝛁𝒗E0‖0,ΩE ≤ 1∕

√
2𝜇E‖𝜑E

0‖0,ΩE ,

(div𝒗P0 , 𝜑
P
0)0,ΩP ≥ 𝐶ΩP∕𝜇P‖𝜑P

0‖20,ΩP ,
√
2𝜇P‖𝛁𝒗P0‖0,ΩP ≤ 1∕

√
2𝜇P‖𝜑P

0‖0,ΩP .

Hence, there exists 𝒗0 ∈𝐕 such that 𝒗0|ΩE = 𝒗E0 and 𝒗0|ΩP = 𝒗P0 . Moreover we have

sup
𝟎≠𝒗∈𝐕

𝑏1(𝒗, 𝜑0)‖√2𝜇𝒗‖1,Ω ≥ �̃�‖ 1√
2𝜇

𝜑0‖0,Ω,

or, following also [42], we can write

sup
𝟎≠𝒗∈𝐕

𝑏1(𝒗, 𝜑0)‖√2𝜇𝜺(𝒗)‖0,Ω ≥ �̃�‖ 1√
2𝜇

𝜑0‖0,Ω,

for a positive constant �̃� independent of 𝜇.

3. An H(div)-conforming finite element approximation

We denote by {TP
ℎ
}ℎ and {TE

ℎ
}ℎ sequences of triangular (or tetrahedral in 3D) partitions of the poroelastic and elastic subdomains ΩP and ΩE, 

respectively having diameter ℎ𝐾 , and being such that the partitions are conforming with the interface Σ. We label by 𝐾− and 𝐾+ the two elements 
adjacent to a facet (an edge in 2D or a face in 3D), while ℎ𝑒 stands for the maximum diameter of the facet. By Eℎ we will denote the set of all facets 
and will distinguish between facets lying on the elastic, poroelastic, and interfacial regions Eℎ = EE

ℎ
∪ EP

ℎ
∪ EΣ

ℎ
.

For a smooth vector, scalar, or tensor field 𝑤 defined on Tℎ, 𝑤± denote its traces taken from the interior of 𝐾+ and 𝐾−, respectively. We also 
denote by 𝒏± the outward unit normal vector to 𝐾±. The symbols {{⋅}} and �⋅� denote, respectively, the average and jump operators, defined as

{{𝑤}} ∶= 1
2
(𝑤− +𝑤+), �𝑤 ⊙ 𝒏� ∶= (𝑤− ⊙ 𝒏− +𝑤+ ⊙ 𝒏+), (3.1)

for a generic multiplication operator ⊙, which applies to interior edges, whereas for boundary jumps and averages we adopt the conventions 
{{𝑤}} = 𝑤, and �𝑤 ⊙ 𝒏� = 𝑤 ⊙ 𝒏. The element-wise action of a differential operator is denoted with a subindex ℎ, for example, ∇ℎ, 𝛁ℎ will denote 
the broken gradient operators for scalar and vector quantities, respectively and 𝜺ℎ(⋅) =

1
2 (𝛁ℎ ⋅+(𝛁ℎ⋅)𝑇 ) is the symmetric vector broken gradient.

Let P𝑘(𝐾) denote the local space spanned by polynomials of degree up to 𝑘 ≥ 0, and let us consider the following discrete spaces

𝐕ℎ ∶=
{
𝒗ℎ ∈𝐇(div;Ω) ∶ 𝒗ℎ|𝐾 ∈ [P𝑘+1(𝐾)]𝑑 ∀𝐾 ∈ Tℎ, 𝒗ℎ ⋅ 𝒏|ΓE

𝐷
∪ΓP

𝐷
= 0

}
,

QP
ℎ ∶=

{
𝑞Pℎ ∈QP ∶ 𝑞ℎ|𝐾 ∈ P𝑘+1(𝐾) ∀𝐾 ∈ TP

ℎ

}
,

Zℎ ∶=
{
𝜓ℎ ∈ Z ∶ 𝜓ℎ|𝐾 ∈ P𝑘(𝐾) ∀𝐾 ∈ Tℎ

}
,

(3.2)

which, in particular, satisfy the so-called equilibrium property
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div𝐕ℎ = Zℎ. (3.3)

Note that in this case 𝐕ℎ is the space of divergence-conforming Brezzi–Douglas–Marini (BDM) elements [15], and it is not conforming with 𝐕. Its 
basic approximation property, locally on 𝐾 ∈ Tℎ, is that for all 𝒗 ∈𝐇𝑠(𝐾), there exists an interpolant 𝒗𝐼 ∈𝐕ℎ(𝐾) such that

‖𝒗− 𝒗𝐼‖0,𝐾 + ℎ𝐾 |𝒗− 𝒗𝐼 |1,𝐾 + ℎ2
𝐾 |𝒗− 𝒗𝐼 |2,𝐾 ≲ ℎ𝑠

𝐾 |𝒗|𝑠,𝐾 , 2 ≤ 𝑠 ≤ 𝑘, (3.4)

see, e.g., [15,17,35].

3.1. Formulation with continuous fluid pressure

The Galerkin finite element formulation then reads: Find (𝒖ℎ, 𝑝P
ℎ
, 𝜑ℎ) ∈𝐕ℎ ×QP

ℎ
× Zℎ such that:

𝑎ℎ
1 (𝒖ℎ,𝒗ℎ) + 𝑏1(𝒗ℎ,𝜑ℎ) = 𝐹 (𝒗ℎ) ∀𝒗ℎ ∈𝐕ℎ, (3.5a)

−�̃�2(𝑝Pℎ, 𝑞Pℎ) − 𝑎2(𝑝Pℎ, 𝑞Pℎ) + 𝑏2(𝑞Pℎ, 𝜑ℎ) = 𝐺(𝑞Pℎ) ∀𝑞Pℎ ∈QP
ℎ, (3.5b)

𝑏1(𝒖ℎ,𝜓ℎ) + 𝑏2(𝑝Pℎ,𝜓ℎ) − 𝑎3(𝜑ℎ,𝜓ℎ) = 0 ∀𝜓ℎ ∈ Zℎ, (3.5c)

where 𝑎ℎ
1 (⋅, ⋅) is the discrete version of the bilinear form 𝑎1(⋅, ⋅) and it is defined using a symmetric interior penalty from [35] (see also [34] for its 

use in the context of poroelasticity)

𝑎ℎ
1 (𝒖ℎ,𝒗ℎ) ∶= 2(𝜇𝜺ℎ(𝒖ℎ),𝜺ℎ(𝒗ℎ))0,Ω − 2

∑
𝑒∈Eℎ∪Γ∗𝐷

(⟨{{𝜇𝜺ℎ(𝒖ℎ)
}}

, �𝒗ℎ ⊗ 𝒏�⟩0,𝑒 + ⟨{{𝜇𝜺ℎ(𝒗ℎ)
}}

, �𝒖ℎ ⊗ 𝒏�⟩0,𝑒)
+ 2

∑
𝑒∈Eℎ∪Γ∗𝐷⧵EΣ

ℎ

𝛽𝒖
ℎ𝑒

⟨𝜇�𝒖ℎ ⊗ 𝒏�, �𝒗ℎ ⊗ 𝒏�⟩0,𝑒 + 2
∑
𝑒∈EΣ

ℎ

𝛽𝒖
ℎ𝑒

⟨𝜇0�𝒖ℎ ⊗ 𝒏�, �𝒗ℎ ⊗ 𝒏�⟩0,𝑒, (3.6)

where Γ∗
𝐷
= ΓP

𝐷
∪ΓE

𝐷
denotes the part of the boundary where Dirichlet conditions are imposed on displacement, 𝛽𝒖 > 0 is a parameter penalizing the 

(tangential) displacement jumps (and also serving as a Nitsche parameter to enforce the tangential part of the displacement boundary condition) 
so that the bilinear form 𝑎ℎ

1 (⋅, ⋅) is positive definite, and 𝜇0 = max{𝜇E, 𝜇P}. Now we write down the above weak formulation (3.5) in the following 
compact form: Find (𝒖ℎ, 𝑝P

ℎ
, 𝜑ℎ) ∈𝐕ℎ ×QP

ℎ
× Zℎ such that

𝑀ℎ(𝒖ℎ, 𝑝Pℎ,𝜑ℎ;𝒗ℎ, 𝑞Pℎ,𝜓ℎ) = 𝐹 (𝒗ℎ) +𝐺(𝑞Pℎ) ∀(𝒗ℎ, 𝑞Pℎ,𝜓ℎ) ∈𝐕ℎ ×QP
ℎ × Zℎ,

where the multilinear form is defined as

𝑀ℎ(𝒖ℎ, 𝑝Pℎ,𝜑ℎ;𝒗ℎ, 𝑞Pℎ,𝜓ℎ) = 𝑎ℎ
1 (𝒖ℎ,𝒗ℎ) + 𝑏1(𝒗ℎ,𝜑ℎ)−�̃�2(𝑝Pℎ, 𝑞Pℎ)−𝑎2(𝑝Pℎ, 𝑞Pℎ)

+ 𝑏2(𝑞Pℎ, 𝜑ℎ) + 𝑏1(𝒖ℎ,𝜓ℎ) + 𝑏2(𝑝Pℎ,𝜓ℎ) − 𝑎3(𝜑ℎ,𝜓ℎ).

Continuity and coercivity also hold for the modified bilinear form 𝑎ℎ
1 (⋅, ⋅), but they do over the discrete space 𝐕ℎ and with respect to the following 

mesh-dependent and parameter-dependent broken norms

‖‖𝒗ℎ
‖‖2∗,Tℎ

∶=
∑

𝐾∈Tℎ

‖‖‖√2𝜇𝜺ℎ(𝒗ℎ)
‖‖‖20,𝐾 +

∑
𝑒∈Eℎ∪Γ∗𝐷⧵EΣ

ℎ

2𝜇
𝛽𝒖
ℎ𝑒

‖‖�𝒗ℎ ⊗ 𝒏�‖‖20,𝑒 + ∑
𝑒∈EΣ

ℎ

2𝜇0
𝛽𝒖
ℎ𝑒

‖‖�𝒗ℎ ⊗ 𝒏�‖‖20,𝑒 ,

‖‖𝒗ℎ
‖‖21,Tℎ

∶= ‖‖‖√2𝜇𝒗ℎ
‖‖‖20,Ω + ‖‖𝒗ℎ

‖‖2∗,Tℎ
for all 𝒗ℎ ∈𝐇1(Tℎ), (3.7)

‖‖𝒗ℎ
‖‖22,Tℎ

∶= ‖‖𝒗ℎ
‖‖21,Tℎ

+
∑

𝐾∈Tℎ

ℎ2
𝐾 |√2𝜇𝒗|22,𝐾 for all 𝒗ℎ ∈𝐇2(Tℎ),

where, for a generic 𝑠 ≥ 0, the broken vectorial Sobolev spaces are defined as

𝐇𝑠(Tℎ) ∶=
{
𝒗ℎ ∈ 𝐋2(Ω) ∶ 𝒗ℎ|𝐾 ∈𝐇𝑠(𝐾), 𝐾 ∈ Tℎ

}
.

Thanks to the discrete version of Korn’s inequality [14, eq. (1.12)], the norms above are uniformly equivalent over the appropriate spaces. Similarly, 
for the present choice of finite element spaces, a discrete inf-sup condition for 𝑏1(⋅, ⋅) holds naturally in the discrete norm ‖⋅‖1,Tℎ

when we do not 
have a weighting with the space-dependent parameter 𝜇 (cf. [35]). However, combined with the arguments in Section 2.4, we can assert that there 
exists 𝜉 > 0, independent of ℎ and of 𝜇, such that

sup
𝒗ℎ(≠𝟎)∈𝐕ℎ

𝑏1(𝒗ℎ,𝜓ℎ)‖𝒗ℎ‖1,Tℎ

≥ 𝜉‖ 1√
2𝜇

𝜓ℎ‖0,Ω ∀𝜓ℎ ∈ Zℎ.

3.2. Formulation with discontinuous fluid pressure

Consider now the spaces

𝐕ℎ ∶=
{
𝒗ℎ ∈𝐇(div;Ω) ∶ 𝒗ℎ|𝐾 ∈ [P𝑘+1(𝐾)]𝑑 ∀𝐾 ∈ Tℎ, 𝒗ℎ ⋅ 𝒏|ΓE

𝐷
∪ΓP

𝐷
= 0

}
,

Q̃P
ℎ ∶=

{
𝑞Pℎ ∈ L2(ΩP) ∶ 𝑞ℎ|𝐾 ∈ P𝑘+1(𝐾) ∀𝐾 ∈ TP

ℎ

}
, Zℎ ∶=

{
𝜓ℎ ∈ Z ∶ 𝜓ℎ|𝐾 ∈ P𝑘(𝐾) ∀𝐾 ∈ Tℎ

}
.

(3.8)

The formulation in this case reads: Find (𝒖ℎ, 𝑝P, 𝜑ℎ) ∈𝐕ℎ × Q̃P × Zℎ such that:

ℎ ℎ
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𝑎ℎ
1 (𝒖ℎ,𝒗ℎ) + 𝑏1(𝒗ℎ,𝜑ℎ) = 𝐹 (𝒗ℎ) ∀𝒗ℎ ∈𝐕ℎ, (3.9a)

−�̃�2(𝑝Pℎ, 𝑞Pℎ) − 𝑎ℎ
2 (𝑝

P
ℎ, 𝑞Pℎ) + 𝑏2(𝑞Pℎ, 𝜑ℎ) = 𝐺(𝑞Pℎ) ∀𝑞Pℎ ∈ Q̃P

ℎ, (3.9b)

𝑏1(𝒖ℎ,𝜓ℎ) + 𝑏2(𝑝Pℎ,𝜓ℎ) − 𝑎3(𝜑ℎ,𝜓ℎ) = 0 ∀𝜓ℎ ∈ Zℎ, (3.9c)

where 𝑎ℎ
2 (⋅, ⋅) is the discrete version of the bilinear form 𝑎2(⋅, ⋅) and it is defined using a symmetric interior penalty from, e.g., the classical paper [6]

𝑎ℎ
2 (𝑝

P
ℎ, 𝑞Pℎ) ∶=

(
𝜅
𝜂
∇ℎ𝑝Pℎ,∇ℎ𝑞Pℎ

)
0,Ω

−
∑

𝑒∈EP
ℎ
∪ΓP

𝐷

(⟨{{
𝜅
𝜂
∇ℎ𝑝Pℎ

}}
, �𝑞Pℎ𝒏�

⟩
0,𝑒

+
⟨{{

𝜅
𝜂
∇ℎ𝑞Pℎ

}}
, �𝑝Pℎ𝒏�

⟩
0,𝑒

)

+
∑

𝑒∈EP
ℎ
∪ΓP

𝐷

𝛽𝑝P

ℎ𝑒

⟨
𝜅
𝜂

�𝑝Pℎ𝒏�, �𝑞Pℎ𝒏�

⟩
0,𝑒

, (3.10)

where 𝛽𝑝P > 0 is a parameter that penalizes the pressure jumps. If 𝛽𝑝P is sufficiently large, this yields the coercivity of the bilinear form 𝑎ℎ
2 .

Next, and as done for the case of continuous pressure approximation, we write down the compact form of the above weak formulation (3.9): 
Find (𝒖ℎ, 𝑝P

ℎ
, 𝜑ℎ) ∈𝐕ℎ × Q̃P

ℎ
× Zℎ such that

𝑀ℎ(𝒖ℎ, 𝑝Pℎ,𝜑ℎ;𝒗ℎ, 𝑞Pℎ,𝜓ℎ) = 𝐹 (𝒗ℎ) +𝐺(𝑞Pℎ) ∀(𝒗ℎ, 𝑞Pℎ,𝜓ℎ) ∈𝐕ℎ × Q̃P
ℎ × Zℎ,

where

𝑀ℎ(𝒖ℎ, 𝑝Pℎ,𝜑ℎ;𝒗ℎ, 𝑞Pℎ,𝜓ℎ) = 𝑎ℎ
1 (𝒖ℎ,𝒗ℎ) + 𝑏1(𝒗ℎ,𝜑ℎ)−�̃�2(𝑝Pℎ, 𝑞Pℎ)−𝑎ℎ

2 (𝑝
P
ℎ, 𝑞Pℎ)

+ 𝑏2(𝑞Pℎ, 𝜑ℎ) + 𝑏1(𝒖ℎ,𝜓ℎ) + 𝑏2(𝑝Pℎ,𝜓ℎ) − 𝑎3(𝜑ℎ,𝜓ℎ).

4. Unique solvability of the discrete problems and a priori error estimates

4.1. Well-posedness analysis for formulation (3.5)

We proceed by means of a Fortin argument and consider the canonical interpolation operator Πℎ ∶𝐕 →𝐕ℎ such that

𝑏1(𝒗−Πℎ𝒗, 𝜑ℎ) = 0 ∀𝜑ℎ ∈ Zℎ, (4.1a)|𝒗−Πℎ𝒗|𝑠,𝐾 ≤ 𝐶ℎ𝑡−𝑠|𝒗|𝑡,𝐾 ∀𝐾 ∈ Tℎ, (4.1b)

where 𝐶 is a positive constant which depends only on the shape of 𝐾 and 1 ≤ 𝑡 ≤ 𝑘 + 1 (see, e.g., [13]).

Using the trace inequality and property (4.1b), we have the following bound in one of the norms from (3.7)

‖𝒗−Πℎ𝒗‖∗,Tℎ
≤ ‖𝒗‖∗,Tℎ

∀𝒗 ∈𝐕.

Moreover, we have

‖Πℎ𝒗‖∗,Tℎ
≤ 𝐶‖𝒗‖∗,Tℎ

.

With these properties satisfied by the operator Πℎ, we can use the continuous inf-sup condition to readily show that there exists 𝜉 > 0 such that 
a discrete inf-sup condition for the bilinear form 𝑏1:

sup
𝒗∈𝐕ℎ⧵{𝟎}

𝑏1(𝒗, 𝜑ℎ)‖𝒗‖∗,Tℎ

≥ sup
Πℎ𝒗∈𝐕ℎ⧵{𝟎}

𝑏1(Πℎ𝒗, 𝜑ℎ)‖Πℎ𝒗‖∗,Tℎ

= sup
𝒗∈𝐕⧵{𝟎}

𝑏1(𝒗, 𝜑ℎ)‖Πℎ𝒗‖∗,Tℎ

≥ 1
𝐶

sup
𝒗∈𝐕⧵{𝟎}

𝑏1(𝒗, 𝜑ℎ)‖𝒗‖∗,Tℎ

≥ 𝜉‖ 1√
2𝜇

𝜑ℎ‖0,Ω ∀𝜑ℎ ∈ Zℎ.

We are now in a position to establish a global inf-sup condition.

Theorem 4.1. For every (𝒖ℎ, 𝑝P
ℎ
, 𝜑ℎ) ∈𝐕ℎ ×QP

ℎ
× Zℎ, there exists (𝒗ℎ, 𝑞P

ℎ
, 𝜓ℎ) ∈𝐕ℎ ×QP

ℎ
× Zℎ with ⦀(𝒗ℎ, 𝑞P

ℎ
, 𝜓ℎ)⦀ ≲ ⦀(𝒖ℎ, 𝑝P

ℎ
, 𝜑ℎ)⦀ such that

𝑀ℎ(𝒖ℎ, 𝑝Pℎ,𝜑ℎ;𝒗ℎ, 𝑞Pℎ,𝜓ℎ) ≳ ⦀(𝒖ℎ, 𝑝Pℎ,𝜑ℎ)⦀2,

where

⦀(𝒗ℎ, 𝑞Pℎ,𝜓ℎ)⦀2 ∶= ‖‖𝒗ℎ
‖‖2∗,Tℎ

+ ‖ 1√
2𝜇

𝜓ℎ‖20,Ω + 1
𝜆E

‖𝜓ℎ‖20,ΩE +
1
𝜆P

‖𝜓ℎ − 𝛼𝑞Pℎ‖20,ΩP + 𝑐0‖𝑞Pℎ‖20,ΩP + ‖𝜅
𝜂
∇𝑞Pℎ‖20,ΩP . (4.2)

Moreover, we have that|||𝑀ℎ(𝒖ℎ, 𝑝Pℎ,𝜑ℎ;𝒗ℎ, 𝑞Pℎ,𝜓ℎ)
||| ≲ ⦀(𝒖ℎ, 𝑝Pℎ,𝜑ℎ)⦀⦀(𝒗ℎ, 𝑞Pℎ,𝜓ℎ)⦀,

for all (𝒖ℎ, 𝑝P
ℎ
, 𝜑ℎ), (𝒗ℎ, 𝑞P

ℎ
, 𝜓ℎ) ∈𝐕ℎ ×QP

ℎ
× Zℎ.

Proof. Let (𝒖ℎ, 𝑝P
ℎ
, 𝜑ℎ) ∈𝐕ℎ ×QP

ℎ
× Zℎ be arbitrary. Using the definition of the multilinear form 𝑀ℎ, we easily obtain

𝑀ℎ(𝒖ℎ, 𝑝Pℎ,𝜑ℎ;𝒗ℎ,0,0) = 𝑎ℎ
1 (𝒖ℎ,𝒗ℎ) + 𝑏1(𝒗ℎ,𝜑ℎ) ≥

(
𝜉 − 1

2𝜖1

)‖ 1√
2𝜇

𝜑ℎ‖20,Ω −
𝜖1
2
‖𝒖ℎ‖∗,Tℎ

,

where we have used Young’s inequality for a given 𝜖1 > 0. Selecting 𝒗 = 𝒖ℎ, 𝑞P = −𝑝P and 𝜓 = −𝜑ℎ we have

ℎ
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𝑀ℎ(𝒖ℎ, 𝑝Pℎ,𝜑ℎ,𝒖ℎ,−𝑝Pℎ,−𝜑ℎ) = 𝑎ℎ
1 (𝒖ℎ,𝒖ℎ) + �̃�2(𝑝Pℎ, 𝑝Pℎ) + 𝑎2(𝑝Pℎ, 𝑝Pℎ) − 2𝑏2(𝑝Pℎ, 𝜑ℎ) + 𝑎3(𝜑ℎ,𝜑ℎ)

≥ 𝐶2‖𝒖ℎ‖2∗,Tℎ
+ 𝑐0‖𝑝Pℎ‖20,ΩP + 1∕𝜆E‖𝜑ℎ‖20,ΩE + 1∕𝜆P‖𝜑ℎ − 𝛼𝑝Pℎ‖20,ΩP

+ 𝑐0‖𝑝Pℎ‖20,ΩP + ‖𝜅∕𝜂∇𝑝Pℎ‖20,ΩP .

Then we can make the choice 𝒗 = 𝒖ℎ + 𝛿1𝒗ℎ, 𝑞P = −𝑝P
ℎ

and 𝜓 = −𝜑ℎ, leading to

𝑀ℎ(𝒖ℎ, 𝑝Pℎ,𝜑ℎ,𝒖ℎ + 𝛿1𝒗ℎ,−𝑝Pℎ,−𝜑ℎ)

= 𝑀ℎ(𝒖ℎ, 𝑝Pℎ,𝜑ℎ,𝒖ℎ,−𝑝Pℎ,−𝜑ℎ) + 𝛿1𝑀ℎ(𝒖ℎ, 𝑝Pℎ,𝜑ℎ,𝒗ℎ,0,0)

≥ 𝐶2‖𝒖ℎ‖2∗,Tℎ
+ 𝑐0‖𝑝Pℎ‖20,ΩP + 1∕𝜆E‖𝜑ℎ‖20,ΩE + 1∕𝜆P‖𝜑ℎ − 𝛼𝑝Pℎ‖20,ΩP

+ 𝑐0‖𝑝Pℎ‖20,ΩP + ‖𝜅∕𝜂(∇𝑝Pℎ)‖20,ΩP + 𝛿1

(
𝜉 − 1

2𝜖1

)‖ 1√
2𝜇

𝜑ℎ‖20,Ω − 𝛿1
𝜖1
2
‖𝒖ℎ‖∗,Tℎ

≥ (
𝐶2 − 𝛿1

𝜖1
2

)‖𝒖ℎ‖2∗,Tℎ
+ 𝑐0‖𝑝Pℎ‖20,ΩP + 1∕𝜆E‖𝜑ℎ‖20,ΩE + 1∕𝜆P‖𝜑ℎ − 𝛼𝑝Pℎ‖20,ΩP

+ 𝑐0‖𝑝Pℎ‖20,ΩP + ‖𝜅∕𝜂(∇𝑝Pℎ)‖20,ΩP + 𝛿1

(
𝜉 − 1

2𝜖1

)‖ 1√
2𝜇

𝜑ℎ‖20,Ω.

Assuming the values 𝜖1 = 1∕𝜉 and 𝛿1 = 𝐶2∕𝜖1, we then have

𝑀ℎ(𝒖ℎ, 𝑝Pℎ,𝜑ℎ;𝒗ℎ, 𝑞Pℎ,𝜓ℎ) ≥ 1
2
min

{
𝐶2𝜉

2,𝐶2
}⦀(𝒖ℎ, 𝑝Pℎ,𝜑ℎ)⦀2,

and the first part of the proof concludes after realizing that

⦀(𝒗ℎ, 𝑞Pℎ,𝜓ℎ)⦀2 = ⦀(𝒖ℎ + 𝛿1𝒗,−𝑝Pℎ,−𝜑ℎ)⦀2 ≤ 2⦀(𝒖ℎ, 𝑝Pℎ,𝜑ℎ)⦀2.

For the continuity property, it suffices to apply Cauchy–Schwarz inequality and the definition of 𝑀ℎ. □

Lemma 4.1. Let (�̃�, �̃�P, �̃�) be a generic triplet in 𝐕ℎ ×QP
ℎ
× Zℎ. Then the following estimate holds

⦀(𝒖− 𝒖ℎ, 𝑝− 𝑝Pℎ,𝜑−𝜑ℎ)⦀ ≲ ⦀(𝒖− �̃�, 𝑝P − �̃�P, 𝜑− �̃�)⦀+
( ∑

𝐾∈Tℎ

ℎ2
𝐾 |√2𝜇(𝒖− �̃�)|22,𝐾)1∕2

.

Proof. Directly from triangle inequality we have

⦀(𝒖− 𝒖ℎ, 𝑝− 𝑝Pℎ,𝜑−𝜑ℎ)⦀ ≤ ⦀(𝒖− �̃�, 𝑝P − �̃�P, 𝜑− �̃�)⦀+ ⦀(�̃�− 𝒖ℎ, �̃�P − 𝑝Pℎ, �̃�−𝜑ℎ)⦀.

Since (𝒖− 𝒖ℎ, 𝑝 − 𝑝P
ℎ
, 𝜑 −𝜑ℎ) ∈𝐕ℎ ×QP

ℎ
× Zℎ, from Theorem 4.1 we can assert that there exists (𝒗ℎ, 𝑞P

ℎ
, 𝜓ℎ) ∈𝐕ℎ ×QP

ℎ
× Zℎ with

⦀(𝒗ℎ, 𝑞Pℎ,𝜓ℎ)⦀ ≲ ⦀(𝒖− 𝒖ℎ, 𝑝− 𝑝Pℎ,𝜑−𝜑ℎ)⦀,

such that

⦀(�̃�− 𝒖ℎ, �̃�P − 𝑝Pℎ, �̃�−𝜑ℎ)⦀2 ≲ 𝑀ℎ(�̃�− 𝒖ℎ, �̃�P − 𝑝Pℎ, �̃�−𝜑ℎ;𝒗ℎ, 𝑞Pℎ,𝜓ℎ).

Then we can simply appeal to the properties of 𝑀ℎ to obtain

⦀(�̃�− 𝒖ℎ, �̃�P − 𝑝Pℎ, �̃�−𝜑ℎ)⦀2 ≲ 𝑀ℎ(�̃�, �̃�P, �̃�;𝒗ℎ, 𝑞Pℎ,𝜓ℎ) −𝑀ℎ(𝒖ℎ, 𝑝Pℎ,𝜑ℎ;𝒗ℎ, 𝑞Pℎ,𝜓ℎ)

≲ 𝑀ℎ(�̃�− 𝒖, �̃�P − 𝑝P, �̃�−𝜑;𝒗ℎ, 𝑞Pℎ,𝜓ℎ)

≲
(⦀(𝒖− �̃�, 𝑝P − �̃�P, 𝜑− �̃�)⦀

+
( ∑

𝐾∈Tℎ

ℎ2
𝐾 |√2𝜇(𝒖− �̃�)|22,𝐾)1∕2)⦀(�̃�− 𝒖ℎ, �̃�P − 𝑝Pℎ, �̃�−𝜑ℎ)⦀. □

4.2. Well-posedness analysis for formulation (3.9)

Proceeding similarly to the proof of Theorem 4.1, we can establish the following result.

Theorem 4.2. For every (𝒖ℎ, 𝑝P
ℎ
, 𝜑ℎ) ∈𝐕ℎ × Q̃P

ℎ
×𝑍ℎ, there exists (𝒗ℎ, 𝑞P

ℎ
, 𝜓ℎ) ∈𝐕ℎ × Q̃P

ℎ
×𝑍ℎ with ⦀(𝒗ℎ, 𝑞P

ℎ
, 𝜓ℎ)⦀ ≲ ⦀(𝒖ℎ, 𝑝P

ℎ
, 𝜑ℎ)⦀ such that

𝑀ℎ(𝒖ℎ, 𝑝Pℎ,𝜑ℎ;𝒗ℎ, 𝑞Pℎ,𝜓ℎ) ≳ ⦀(𝒖ℎ, 𝑝Pℎ,𝜑ℎ)⦀2
∗,

where

⦀(𝒗ℎ, 𝑞Pℎ,𝜓ℎ)⦀2
∗ ∶= ‖‖𝒗ℎ

‖‖2∗,Tℎ
+ ‖ 1√

2𝜇
𝜓ℎ‖20,Ω + 1

𝜆E
‖𝜓ℎ‖20,ΩE +

1
𝜆P

‖𝜓ℎ − 𝛼𝑞Pℎ‖20,ΩP + 𝑐0‖𝑞Pℎ‖20,ΩP + ‖𝑞Pℎ‖2∗,ΩP ,

and
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‖‖‖𝑞Pℎ‖‖‖2∗,ΩP ∶=
∑

𝐾∈TP
ℎ

‖‖‖𝜅∕𝜂(∇𝑞Pℎ)
‖‖‖20,𝐾 +

∑
𝑒∈EP

ℎ

𝛽𝑝P

ℎ𝑒

‖‖‖�𝜅∕𝜂𝑞Pℎ𝒏�
‖‖‖20,𝑒 .

In addition, we have

|𝑀ℎ(𝒖ℎ, 𝑝Pℎ,𝜑ℎ;𝒗ℎ, 𝑞Pℎ,𝜓ℎ)| ≲ ⦀(𝒖ℎ, 𝑝Pℎ,𝜑ℎ)⦀∗⦀(𝒗ℎ, 𝑞Pℎ,𝜓ℎ)⦀∗.

Lemma 4.2. Let (�̃�, �̃�P, �̃�) be a generic triplet in 𝐕ℎ × Q̃P
ℎ
× Zℎ. Then the following bound holds

⦀(𝒖− 𝒖ℎ, 𝑝− 𝑝Pℎ,𝜑−𝜑ℎ)⦀∗ ≲⦀(𝒖− �̃�, 𝑝P − �̃�P, 𝜑− �̃�)⦀+
( ∑

𝐾∈Tℎ

ℎ2
𝐾 |√2𝜇(𝒖− �̃�)|22,𝐾)1∕2

+
( ∑

𝐾∈Tℎ

𝜅
𝜂

ℎ2
𝐾 |𝜑− �̃�|22,𝐾)1∕2

.

Proof. Similarly to the proof of Lemma 4.1, we obtain

𝐶2⦀(�̃�− 𝒖ℎ, �̃�P − 𝑝Pℎ, �̃�−𝜑ℎ)⦀2
∗ ≤ 𝑀ℎ(�̃�− 𝒖ℎ, �̃�P − 𝑝Pℎ, �̃�−𝜑ℎ;𝒗ℎ, 𝑞Pℎ,𝜓ℎ)

≤ 𝑀ℎ(�̃�, �̃�P, �̃�;𝒗ℎ, 𝑞Pℎ,𝜓ℎ) −𝑀ℎ(𝒖ℎ, 𝑝Pℎ,𝜑ℎ;𝒗ℎ, 𝑞Pℎ,𝜓ℎ)

≤ 𝑀ℎ(�̃�− 𝒖, �̃�P − 𝑝P, �̃�−𝜑;𝒗ℎ, 𝑞Pℎ,𝜓ℎ)

≲ ⦀(𝒖− �̃�, 𝑝P − �̃�P, 𝜑− �̃�)⦀∗ +
( ∑

𝐾∈Tℎ

ℎ2
𝐾 |√2𝜇(𝒖− �̃�)|22,𝐾)1∕2

+
( ∑

𝐾∈Tℎ

𝜅
𝜂

ℎ2
𝐾 |𝜑− �̃�|22,𝐾)1∕2⦀(�̃�− 𝒖ℎ, �̃�P − 𝑝Pℎ, �̃�−𝜑ℎ)⦀∗,

where we have used Theorem 4.2 in combination with triangle inequality. □

Theorem 4.3. Let (𝒖, 𝑝P, 𝜑) and (𝒖ℎ, 𝑝P
ℎ
, 𝜑ℎ) be the unique solutions of the continuous and discrete problems (2.4) and (3.9), respectively. If 𝒖 ∈ 𝐕 ∩

𝐇𝑘+2(Ω), 𝑝P ∈ Q ∩𝐻𝑘+2(ΩP) and 𝜑 ∈ Z ∩𝐻𝑘+1(Ω) with 𝑘 ≥ 0 then

⦀(𝒖− 𝒖ℎ, 𝑝P − 𝑝Pℎ,𝜑−𝜑ℎ)⦀∗ ≲ ℎ𝑘+1
(|√2𝜇𝒖|2𝑘+2,Ω + ‖ 1√

2𝜇
𝜑‖2𝑘+1,Ω + 1

𝜆E
‖𝜑E‖2

𝑘+1,ΩE +
1
𝜆P

‖𝜑P‖2
𝑘+1,ΩP

+ (𝑐0 +
𝛼2

𝜆P
)‖𝑝P‖2

𝑘+1,ΩP + ‖𝜅
𝜂
∇𝑝P‖2

𝑘+2,ΩP

)
.

Proof. Combining Lemma 4.2 with the approximation results of H(div)-conforming spaces (3.4) leads to the stated result. □

Remark 4.1. If instead of (3.8) we employ 𝑅𝑇𝑘 × Q𝑘 × Q𝑘 (𝑘 ≥ 1) on rectangular meshes (where 𝑅𝑇𝑘 is the Raviart–Thomas finite element space 
and Q𝑘 is the discontinuous finite element space of degree 𝑘), then the a priori error estimates from Theorem 4.3 are modified as follows

⦀(𝒖− 𝒖ℎ, 𝑝P − 𝑝Pℎ,𝜑−𝜑ℎ)⦀∗ ≲ ℎ𝑘

(|√2𝜇𝒖|2𝑘+1,Ω + ‖ 1√
2𝜇

𝜑‖2𝑘,Ω + 1
𝜆E

‖𝜑E‖2
𝑘,ΩE +

1
𝜆P

‖𝜑P‖2
𝑘,ΩP

+ (𝑐0 +
𝛼2

𝜆P
)‖𝑝P‖2

𝑘,ΩP + ‖𝜅
𝜂
∇𝑝P‖2

𝑘+1,ΩP

)
.

The estimate results from using the approximation properties of the corresponding finite element family on quadrilateral meshes.

Remark 4.2. Consider the following norm for (𝒗ℎ, 𝑞P
ℎ
, 𝜓ℎ) ∈𝐕ℎ × Q̃P

ℎ
×𝑍ℎ

⦀(𝒗ℎ, 𝑞Pℎ,𝜓ℎ)⦀2
∗∗ ∶= ‖‖𝒗ℎ

‖‖2∗,Tℎ
+ ‖ 1√

2𝜇
𝜓ℎ‖20,Ω + 1

𝜆E
‖𝜓ℎ‖20,ΩE +

1
𝜆P

‖𝜓ℎ‖20,ΩP + (𝑐0 +
𝛼2

𝜆P
)‖𝑞Pℎ‖20,ΩP + ‖𝑞Pℎ‖2∗,ΩP .

To establish the equivalence between ⦀ ⋅ ⦀∗ and ⦀ ⋅ ⦀∗∗ in 𝐕ℎ × Q̃P
ℎ
×𝑍ℎ we need to prove that

⦀(𝒖ℎ, 𝑝Pℎ,𝜑ℎ)⦀∗ ≲ ⦀(𝒖ℎ, 𝑝Pℎ,𝜑ℎ)⦀∗∗, (4.3a)⦀(𝒖ℎ, 𝑝Pℎ,𝜑ℎ)⦀∗∗ ≲ ⦀(𝒖ℎ, 𝑝Pℎ,𝜑ℎ)⦀∗. (4.3b)

Using the Cauchy–Schwarz inequality readily implies (4.3a), whereas (4.3b) holds whenever 𝛼2

𝜆P
∈ [0, 9𝑐0∕10).

Similarly, for (𝒗ℎ, 𝑞P
ℎ
, 𝜓ℎ) ∈𝐕ℎ ×QP

ℎ
×𝑍ℎ we can establish an equivalence between the norm ⦀ ⋅ ⦀ defined in (4.2) and

⦀(𝒗ℎ, 𝑞Pℎ,𝜓ℎ)⦀2
♯
∶= ‖‖𝒗ℎ

‖‖2∗,Tℎ
+ ‖ 1√

2𝜇
𝜓ℎ‖20,Ω + 1

𝜆E
‖𝜓ℎ‖20,ΩE +

1
𝜆P

‖𝜓ℎ‖20,ΩP + (𝑐0 +
𝛼2

𝜆P
)‖𝑞Pℎ‖20,ΩP + ‖𝜅

𝜂
∇𝑞Pℎ‖20,ΩP .
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5. Residual-based a posteriori error analysis

In this section we derive robust a posteriori estimators for the two families of mixed finite element approximations, and show reliability and 
efficiency independently of the sensible model parameters. The error estimates are obtained in a similar fashion as in, e.g., [5]. Firstly, we discuss a 
posteriori error estimation for formulation (3.5).

5.1. Definition of the bulk and edge residuals

First we define the local elastic error estimator Θ𝐾 and the elastic data oscillation Υ̃𝐾 for each 𝐾 ∈ TE
ℎ

as

Θ2
𝐾 ∶=

ℎ2
𝐾

𝜇E ‖𝐑E
1‖20,𝐾 +

∑
𝑒∈𝜕𝐾

ℎ𝑒

𝜇E ‖𝐑E
𝑒 ‖20,𝑒 + ∑

𝑒∈𝜕𝐾

𝛽𝒖𝜇
E

ℎ𝑒
‖�𝒖Eℎ ⊗ 𝒏�𝑒‖20,𝑒 + 1

1
𝜇E + 1

𝜆E

‖𝑅E
2‖20,𝐾 ,

Υ̃2
𝐾 ∶=

ℎ2
𝐾

𝜇E ‖𝒃E − 𝒃Eℎ‖20,𝐾 ,

where 𝒇E
ℎ ∈ 𝐋2(ΩE) is a piecewise polynomial approximation of 𝒇E. Moreover, the element-wise residuals are

𝐑E
1 ∶= {𝒃Eℎ + 𝐝𝐢𝐯(2𝜇E𝜺(𝒖Eℎ) −𝜑E

ℎ𝐈)}𝐾, 𝑅E
2 ∶= {div𝒖Eℎ + (𝜆E)−1𝜑E

ℎ}𝐾,

and the edge residual in the elastic subdomain is defined as

𝐑E
𝑒 ∶=

⎧⎪⎨⎪⎩
1
2 �(2𝜇E𝜺(𝒖E

ℎ
) −𝜑E

ℎ
𝐈)𝒏�𝑒 𝑒 ∈ E(TE

ℎ
) ⧵ Γ,

((2𝜇E𝜺(𝒖E
ℎ
) −𝜑E

ℎ
𝐈)𝒏)𝑒 𝑒 ∈ ΓE

𝑁
,

𝟎 𝑒 ∈ ΓE
𝐷

.

Next, we define the poroelastic local error estimator Ψ𝐾 , for each 𝐾 ∈ TP
ℎ

, as

Ψ2
𝐾 ∶=

ℎ2
𝐾

𝜇P ‖𝐑P
1‖20,𝐾 +

∑
𝑒∈𝜕𝐾

ℎ𝑒

𝜇P ‖𝐑P
𝑒‖20,𝑒 + ∑

𝑒∈𝜕𝐾

𝛽𝒖𝜇
P

ℎ𝑒
‖�𝒖Pℎ ⊗ 𝒏�𝑒‖20,𝑒 + 𝜌𝑑‖𝑅P

2‖20,𝐾 + 𝜌1‖𝑅P
3‖20,𝐾 +

∑
𝑒∈𝜕𝐾

𝜌2‖𝑅P
𝑒‖20,𝑒,

where the elemental residuals assume the following form

𝐑P
1 ∶= {𝒃Pℎ + 𝐝𝐢𝐯(2𝜇P𝜺(𝒖Pℎ) −𝜑P

ℎ𝐈)}𝐾,

𝑅P
2 ∶= {div𝒖Pℎ + (𝜆P)−1𝜑P

ℎ − 𝛼(𝜆P)−1𝑝Pℎ}𝐾,

𝑅P
3 ∶= {𝑠Pℎ − (𝑐0 + 𝛼2(𝜆P)−1𝑝Pℎ + 𝛼(𝜆P)−1𝜑P

ℎ + 𝜂−1 div[𝜅(∇𝑝Pℎ − 𝜌g)]}𝐾,

and the edge residuals are defined as

𝐑P
𝑒 ∶=

⎧⎪⎨⎪⎩
1
2 �(2𝜇P𝜺(𝒖P

ℎ
) −𝜑P

ℎ
𝐈)𝒏�𝑒 𝑒 ∈ E(TP

ℎ
) ⧵ Γ

((2𝜇P𝜺(𝒖P
ℎ
) −𝜑P

ℎ
𝐈)𝒏)𝑒 𝑒 ∈ ΓP

𝑁

𝟎 𝑒 ∈ ΓP
𝐷

, 𝑅P
𝑒 ∶=

⎧⎪⎨⎪⎩
1
2 �𝜂−1𝜅(∇𝑝ℎ − 𝜌g) ⋅ 𝒏�𝑒 𝑒 ∈ E(TP

ℎ
) ⧵ Γ

(𝜂−1𝜅(∇𝑝ℎ − 𝜌g) ⋅ 𝒏)𝑒 𝑒 ∈ ΓP
𝐷

0 𝑒 ∈ ΓP
𝑁

,

with the scaling constants taken as

𝜌1 ∶= min{(𝑐0 + 𝛼2(2𝜇P + 𝜆P)−1)−1, ℎ2
𝐾𝜂𝜅−1}, 𝜌2 ∶= 𝜂𝜅−1ℎ𝑒, 𝜌𝑑 ∶= ((𝜇P)−1 + (2𝜇P + 𝜆P)−1)−1.

On the other hand, the poroelastic oscillation term adopts the following specification

Υ̂2
𝐾 = ℎ2

𝐾 (𝜇P)−1‖𝒃P − 𝒃Pℎ‖20,𝐾 + 𝜌1‖𝑠P − 𝑠Pℎ‖20,𝐾 .

Next we recall that Θ2
𝐾

and Ψ2
𝐾

are the elasticity and poroelasticity estimators, respectively. Let us define the interface and total estimators as 
follows

Λ2
𝑒 ∶= ℎ𝑒(𝜇E + 𝜇P)−1‖𝐑Σ‖20,𝑒 + ℎ𝑒𝜂𝜅−1‖𝑅Σ‖20,𝑒 + 𝛽𝒖𝜇0

ℎ𝑒
‖�𝒖ℎ ⊗ 𝒏�𝑒‖20,𝑒, Ξ2 ∶=

∑
𝐾∈TE

ℎ

Θ2
𝐾 +

∑
𝐾∈TP

ℎ

Ψ2
𝐾 +

∑
𝑒∈EΣ

ℎ

Λ2
𝑒 ,

where

𝐑Σ ∶= {(2𝜇E𝜺(𝒖Eℎ) −𝜑E
ℎ𝐈)𝒏− (2𝜇P𝜺(𝒖Pℎ) −𝜑E

ℎ𝐈)𝒏}, 𝑅Σ ∶= {𝜅𝜉−1(∇𝑝Pℎ − 𝜌g) ⋅ 𝒏}.

In addition we define the global data oscillations term Υ as

Υ2 ∶=
∑

𝐾∈Tℎ∩ΩE
Υ̃2

𝐾 +
∑

𝐾∈Tℎ∩ΩP
Υ̂2

𝐾,

where Υ̃𝐾 and Υ̂𝐾 are the local data oscillations for elasticity and poroelasticity, respectively.
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5.2. Reliability estimates

First we introduce the following modified bilinear form 𝑀ℎ(⋅, ⋅, ⋅; ⋅, ⋅, ⋅) as

𝑀ℎ(𝒖ℎ, 𝑝Pℎ,𝜑ℎ;𝒗ℎ, 𝑞Pℎ,𝜓ℎ) ∶= �̃�ℎ
1 (𝒖ℎ,𝒗ℎ) + 𝑏1(𝒗ℎ,𝜑ℎ) + �̃�2(𝑝Pℎ, 𝑞Pℎ) + 𝑎2(𝑝Pℎ, 𝑞Pℎ)

+ 𝑏2(𝑞Pℎ, 𝜑ℎ) + 𝑏1(𝒖ℎ,𝜓ℎ) + 𝑏2(𝑝Pℎ,𝜓ℎ) − 𝑎3(𝜑ℎ,𝜓ℎ).

Moreover, the following relation holds

𝑎ℎ
1 (𝒖ℎ,𝒗ℎ) = �̃�ℎ

1 (𝒖ℎ,𝒗ℎ) +𝐾ℎ(𝒖ℎ,𝒗ℎ), (5.1)

where the last term on the right-hand side is the consistency contribution and it can be written as

𝐾ℎ(𝒖ℎ,𝒗ℎ) ∶= −2
∑

𝑒∈Eℎ∪Γ∗𝐷

(⟨{{𝜇𝜺ℎ(𝒖ℎ)
}}

, �𝒗ℎ ⊗ 𝒏�⟩0,𝑒 + ⟨{{𝜇𝜺ℎ(𝒗ℎ)
}}

, �𝒖ℎ ⊗ 𝒏�⟩0,𝑒).
Theorem 5.1. For every (𝒖, 𝑝P, 𝜑) ∈𝐕 ×QP × Z, there exists (𝒗, 𝑞P, 𝜓) ∈𝐕 ×QP × Z with ⦀(𝒗, 𝑞P, 𝜓)⦀ ≲ ⦀(𝒖, 𝑝P, 𝜑)⦀ such that

𝑀ℎ(𝒖, 𝑝P, 𝜑;𝒗, 𝑞P, 𝜓) ≳ ⦀(𝒖, 𝑝P, 𝜑)⦀2,

where the triple norm is defined in (4.2).

Next, the 𝐇(div)-conforming displacement approximation is decomposed uniquely into 𝒖ℎ = 𝒖𝑐
ℎ
+ 𝒖𝑟

ℎ
, where 𝒖𝑐

ℎ
∈ 𝐕𝑐

ℎ
and 𝒖𝑟

ℎ
∈ (𝐕𝑐

ℎ
)⊥, with 

𝒖𝑟
ℎ
= 𝒖ℎ − 𝒖𝑐

ℎ
∈𝐕ℎ.

Lemma 5.1. There holds

‖‖‖𝒖𝑟
ℎ
‖‖‖∗,Tℎ

≤ 𝐶𝑟

⎛⎜⎜⎝
∑

𝑒∈Eℎ⧵EΣ
ℎ

𝛽𝒖𝜇

ℎ𝑒
‖�𝒖ℎ ⊗ 𝒏�𝑒‖20,𝑒 + ∑

𝑒∈EΣ
ℎ

𝛽𝒖𝜇0
ℎ𝑒

‖�𝒖ℎ ⊗ 𝒏�𝑒‖20,𝑒⎞⎟⎟⎠
1∕2

.

Proof. It follows straightforwardly from the decomposition 𝒖ℎ = 𝒖𝑐
ℎ
+ 𝒖𝑟

ℎ
and from the facet residual. □

Theorem 5.2 (Reliability for the transmission problem). Let (𝒖, 𝑝P, 𝜑) and (𝒖ℎ, 𝑝P
ℎ
, 𝜑ℎ) be the solutions of the weak formulations (2.4) and (3.5), respectively. 

Then the following reliability bound holds

⦀(𝒖− 𝒖ℎ, 𝑝P − 𝑝Pℎ,𝜑−𝜑ℎ)⦀ ≤ 𝐶rel(Ξ + Υ),

where 𝐶rel > 0 is a constant independent of the mesh size and of the delicate model parameters.

Proof. Using triangle inequality, we have

⦀(𝒖− 𝒖ℎ, 𝑝P − 𝑝Pℎ,𝜑−𝜑ℎ)⦀ ≤ ⦀(𝒖− 𝒖𝑐
ℎ, 𝑝P − 𝑝Pℎ,𝜑−𝜑ℎ)⦀+ ⦀(𝒖𝑟

ℎ,0,0)⦀. (5.2)

Since (𝒖− 𝒖𝑐
ℎ
, 𝑝P − 𝑝P

ℎ
, 𝜑 −𝜑ℎ) ∈𝐕 ×QP × Z, then from the stability result in Theorem 5.1, we have

𝐶2⦀(𝒖− 𝒖𝑐
ℎ, 𝑝P − 𝑝Pℎ,𝜑−𝜑ℎ)⦀2 ≤ 𝑀ℎ((𝒖− 𝒖𝑐

ℎ, 𝑝P − 𝑝Pℎ,𝜑−𝜑ℎ); (𝒗, 𝑞P, 𝜓)), (5.3)

with ⦀(𝒗, 𝑞P, 𝜓)⦀ ≤ 𝐶1⦀(𝒖− 𝒖𝑐
ℎ
, 𝑝P − 𝑝P

ℎ
, 𝜑 −𝜑ℎ)⦀. Moreover, we have

𝑀ℎ((𝒖− 𝒖𝑐
ℎ, 𝑝P − 𝑝Pℎ,𝜑−𝜑ℎ); (𝒗, 𝑞P, 𝜓))

= 𝑀ℎ((𝒖− 𝒖ℎ, 𝑝P − 𝑝Pℎ,𝜑−𝜑ℎ); (𝒗, 𝑞P, 𝜓)) +𝑀ℎ((𝒖𝑟
ℎ,0,0; (𝒗, 𝑞P, 𝜓))

≤ 𝑀ℎ((𝒖− 𝒖ℎ, 𝑝P − 𝑝Pℎ,𝜑−𝜑ℎ); (𝒗, 𝑞P, 𝜓)) + ‖‖‖𝒖𝑟
ℎ
‖‖‖∗,Tℎ

⦀(𝒗, 𝑞P, 𝜓)⦀
≤ 𝐹 (𝒗) +𝐺(𝑞P) −𝑀ℎ((𝒖ℎ, 𝑝Pℎ,𝜑ℎ); (𝒗, 𝑞P, 𝜓)) + ‖‖‖𝒖𝑟

ℎ
‖‖‖∗,Tℎ

⦀(𝒗, 𝑞P, 𝜓)⦀.

Then, we can employ the following identity

𝐹 (Iℎ𝒗) +𝐺(𝐼ℎ𝑞P) −𝑀ℎ((𝒖− 𝒖ℎ, 𝑝P − 𝑝Pℎ,𝜑−𝜑ℎ); Iℎ𝒗, 𝐼ℎ𝑞P,0)) −𝐾ℎ(𝒖ℎ, Iℎ𝒗) = 0,

to arrive at

𝑀ℎ((𝒖− 𝒖𝑐
ℎ, 𝑝P − 𝑝Pℎ,𝜑−𝜑ℎ); (𝒗, 𝑞P, 𝜓))

≤ 𝐹 (𝒗− Iℎ𝒗) +𝐺(𝑞P − 𝐼ℎ𝑞P) −𝑀ℎ((𝒖ℎ, 𝑝Pℎ,𝜑ℎ); (𝒗− Iℎ𝒗, 𝑞P − 𝐼ℎ𝑞P, 𝜓)) +𝐾ℎ(𝒖ℎ, Iℎ𝒗) +
‖‖‖𝒖𝑟

ℎ
‖‖‖∗,Tℎ

⦀(𝒗, 𝑞P, 𝜓)⦀.

Using integration by parts and the Cauchy–Schwarz inequality, gives

𝑀ℎ((𝒖− 𝒖𝑐
ℎ, 𝑝P − 𝑝Pℎ,𝜑−𝜑ℎ); (𝒗, 𝑞P, 𝜓)) ≤ 𝐶(Ξ +Υ)⦀(𝒗, 𝑞P, 𝜓)⦀. (5.4)

And then it suffices to combine (5.2), (5.3) and (5.4) to prove the desired assertion. □
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5.3. Efficiency estimates

For this step we follow the classical inverse estimate approach from [45], which necessitates an extension operator plus volume and edge bubble 
functions. For sake of clarity, each of the residual terms constituting the a posteriori error indicator is treated separately.

5.3.1. Efficiency estimates for elastic error estimator

For each 𝐾 ∈ Tℎ, we can define the interior polynomial bubble function 𝑏𝐾 which is positive in the interior of 𝐾 and zero on 𝜕𝐾 . From [45], we 
can write the following results:

‖𝑣‖0,𝐾 ≲ ‖𝑏1∕2
𝐾

𝑣‖0,𝐾 , ‖𝑏𝐾𝑣‖0,𝐾 ≲ ‖𝑣‖0,𝐾 , ‖∇(𝑏𝐾𝑣)‖0,𝐾 ≲ ℎ−1
𝐾 ‖𝑣‖0,𝐾 , (5.5)

where 𝑣 is a scalar-valued polynomial function defined on 𝐾 .

Lemma 5.2. The following bound for the local vectorial estimator in the bulk elasticity sub-domain holds true:

ℎ𝐾 (𝜇E)−1∕2‖𝐑E
1‖0,𝐾 ≲ (𝜇E)−1∕2ℎ𝐾‖𝒃E − 𝒃Eℎ‖0,𝐾 + (𝜇E)−1‖𝜑E −𝜑E

ℎ‖0,𝐾 + (2𝜇E)1∕2‖𝒖E − 𝒖Eℎ‖0,𝐾 , 𝐾 ∈ TE
ℎ .

Proof. For each 𝐾 ∈ Tℎ, we can define 𝜻|𝐾 = (𝜇E)−1ℎ2
𝐾
𝐑E
1 𝑏𝐾 . Using (5.5) gives

ℎ2
𝐾 (𝜇E)−1‖𝐑E

1‖20,𝐾 ≲ ∫
𝐾

𝐑E
1 ⋅ ((𝜇

E)−1ℎ2
𝐾𝐑E

1 𝑏𝐾 ) = ∫
𝐾

𝐑E
1 ⋅ 𝜻 .

Note that {𝒃E + 𝐝𝐢𝐯(2𝜇E𝜺(𝒖E) −𝜑E
ℎ
𝐈)} = 𝟎|𝐾 . We subtract this from the last term and then integrate using 𝜻|𝜕𝐾 = 𝟎

ℎ2
𝐾 (𝜇E)−1‖𝐑E

1‖20,𝐾 ≲ ∫
𝐾

(𝒃Eℎ − 𝒃E) ⋅ 𝜻 − 2𝜇E ∫
𝐾

𝜺(𝒖E − 𝒖Eℎ) ⋅∇𝜻 − ∫
𝐾

(𝜑E −𝜑E
ℎ)∇ ⋅ 𝜻 .

Then we proceed to apply Cauchy–Schwarz inequality, which readily implies

ℎ2
𝐾 (𝜇E)−1‖𝐑E

1‖20,𝐾 ≲((𝜇E)−1∕2ℎ𝐾‖𝒃E − 𝒃Eℎ‖0,𝐾 + (2𝜇E)1∕2ℎ𝐾‖∇(𝒖E − 𝒖Eℎ)‖0,𝐾 + (𝜇E)−1∕2ℎ𝐾‖𝜑E −𝜑E
ℎ‖0,𝐾 ))

((𝜇E)1∕2‖𝛁𝜻‖0,𝐾 + (𝜇E)1∕2ℎ−1
𝐾 ‖𝜻‖0,𝐾 ).

We can complete the proof using the following result

(𝜇E)1∕2‖𝛁𝜻‖0,𝐾 + (𝜇E)1∕2ℎ−1
𝐾 ‖𝜻‖0,𝐾 ≲ (𝜇E)1∕2(‖𝛁𝜻‖0,𝐾 + ℎ−1

𝐾 ‖𝜻‖0,𝐾 )

≲ (𝜇E)1∕2ℎ−1
𝐾 ‖𝜻‖0,𝐾

= ℎ𝐾 (𝜇E)−1∕2‖𝐑E
1‖0,𝐾 . □

Lemma 5.3. The following bound holds true for the local scalar estimator in the bulk elasticity sub-domain:√√√√ 1
1

𝜇E + 1
𝜆E

‖𝐑E
2‖0,𝐾 ≲ (𝜆E)−1∕2‖𝜑−𝜑ℎ‖0,𝐾 +

√
2𝜇E‖𝛁(𝒖− 𝒖ℎ)‖0,𝐾 , 𝐾 ∈ TE

ℎ .

Proof. Consider 𝐾 ∈ TE
ℎ

. Using the relation div𝒖E
ℎ
+ (𝜆E)−1𝜑E = 0|𝐾 , it holds√√√√ 1

1
𝜇E + 1

𝜆E

‖𝐑E
2‖0,𝐾 =

√√√√ 1
1

𝜇E + 1
𝜆E

‖div𝒖Eℎ + (𝜆E)−1𝜑E
ℎ‖0,𝐾

=
√√√√ 1

1
𝜇E + 1

𝜆E

‖div𝒖Eℎ − div𝒖E + (𝜆E)−1(𝜑E
ℎ −𝜑E)‖0,𝐾

≲ (𝜆E)−1∕2‖𝜑−𝜑ℎ‖0,𝐾 +
√
2𝜇E‖𝛁(𝒖− 𝒖ℎ)‖0,𝐾 . □

Let 𝑏𝑒 be the edge polynomial bubble function on 𝑒 which is an interior edge (or interior facet in 3D) shared by two elements 𝐾 and 𝐾 ′. 
Moreover, 𝑏𝑒 is positive in the interior of the patch 𝑃𝑒 formed by 𝐾 ∪ 𝐾 ′, and is zero on the boundary of the patch. Then, we can conclude the 
following estimates from [45]:

‖𝑞‖0,𝑒 ≲ ‖𝑏1∕2𝑒 𝑞‖0,𝑒, ‖𝑏𝑒𝑞‖0,𝐾 ≲ ℎ
1∕2
𝑒 ‖𝑞‖0,𝑒, ‖∇(𝑏𝑒𝑞)‖0,𝐾 ≲ ℎ

−1∕2
𝑒 ‖𝑞‖0,𝑒 ∀𝐾 ∈ 𝑃𝑒, (5.6)

where 𝑞 is the scalar-valued polynomial function which is defined on the edge 𝑒.

Lemma 5.4. With regards to the edge contribution to the local estimator on the elastic sub-domain, we have that

(
∑

ℎ𝑒(𝜇E)−1‖𝐑E
𝑒 ‖20,𝑒)1∕2
𝑒∈𝜕𝐾
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≲
∑

𝐾∈𝑃𝑒

((𝜇E)−1∕2ℎ𝐾‖𝒃E − 𝒃Eℎ‖0,𝐾 + (𝜇E)−1∕2‖𝜑E −𝜑E
ℎ‖0,𝐾 + (2𝜇E)1∕2‖𝒖E − 𝒖Eℎ‖0,𝐾 ).

Proof. For each 𝑒 ∈ Eℎ, we introduce 𝜻𝑒 = (𝜇E)−1ℎ𝑒𝐑E
𝑒 𝑏𝑒. Then, the estimates (5.6) give

ℎ𝑒(𝜇E)−1‖𝐑E
𝑒 ‖20,𝑒 ≲ ∫

𝑒

𝐑E
𝑒 ⋅ ((𝜇E)−1ℎ𝑒𝐑E

𝑒 𝑏𝑒) = ∫
𝑒

𝐑E
𝑒 ⋅ 𝜻𝑒.

Using the relation �(2𝜇E𝜺(𝒖E) −𝜑E𝐈)𝒏�𝑒 = 𝟎 implies

∫
𝑒

�(2𝜇E(𝜺(𝒖Eℎ) − 𝜺(𝒖E)) − (𝜑E
ℎ −𝜑E)𝐈) ⋅ 𝒏�𝑒 ⋅ 𝜻𝑒 =

∑
𝐾∈𝑃𝑒

∫
𝐾

(2𝜇E(𝜺(𝒖Eℎ) − 𝜺(𝒖E)) + ∇(𝜑E
ℎ −𝜑E)) ⋅ 𝜻𝑒

+
∑

𝐾∈𝑃𝑒
∫
𝐾

(2𝜇E(𝒖Eℎ − 𝒖E) ⋅∇𝜻𝑒 + (𝜑E
ℎ −𝜑E)∇ ⋅ 𝜻𝑒),

where integration by parts has been used element-wise. Recalling that {𝒃E + 𝐝𝐢𝐯(2𝜇E𝜺(𝒖E) −𝜑E𝐈)} = 𝟎|𝐾 , we have

ℎ𝑒

𝜇E ‖𝐑E
𝑒 ‖20,𝑒 ≲

∑
𝐾∈𝑃𝑒

∫
𝐾

⎛⎜⎜⎝(𝒃Eℎ − 𝒃E) ⋅ 𝜻𝑒 + 2𝜇E ∫
𝐾

(𝒖E − 𝒖Eℎ) ⋅∇𝜻𝑒 + ∫
𝐾

(𝜑E
ℎ −𝜑E

ℎ)∇ ⋅ 𝜻
⎞⎟⎟⎠+

∑
𝐾∈𝑃𝑒

∫
𝐾

𝐑E
1 ⋅ 𝜻𝑒.

From the Cauchy–Schwarz inequality we can conclude that

ℎ𝑒(𝜇E)−1‖𝐑E
𝑒 ‖20,𝑒 ≲

∑
𝐾∈𝑃𝑒

((𝜇E)−1∕2ℎ𝐾‖𝒃E − 𝒃Eℎ‖0,𝐾 + (𝜇E)−1∕2‖𝜑E −𝜑E
ℎ‖0,𝐾 + ‖𝛁𝒖E −𝛁𝒖Eℎ‖0,𝐾 )×

((𝜇E)1∕2‖𝛁𝜻𝑒‖0,𝐾 + (𝜇E)1∕2ℎ−1
𝐾 ‖𝜻𝑒‖0,𝐾 ).

And the rest of the desired estimate follows from the following bound

(𝜇E)1∕2‖𝛁𝜻𝑒‖0,𝐾 + (𝜇E)1∕2ℎ−1
𝐾 ‖𝜻𝑒‖0,𝐾 ≲ (𝜇E)1∕2ℎ−1

𝐾 ‖𝜻𝑒‖0,𝐾 = ℎ
1∕2
𝑒 (𝜇E)−1∕2‖𝐑E

𝑒 ‖0,𝑒. □

Lemma 5.5. The elastic local bulk a posteriori error estimator satisfies

⎛⎜⎜⎝
∑

𝐾∈TE
ℎ

Θ2
𝐾

⎞⎟⎟⎠
1∕2

≲
∑

𝐾∈TE
ℎ

(
ℎ𝐾√
𝜇E

‖𝒃E − 𝒃Eℎ‖0,𝐾 + 1√
𝜇E

‖𝜑E −𝜑E
ℎ‖0,𝐾 + 1√

2𝜇E
‖𝛁(𝒖E − 𝒖Eℎ)‖0,𝐾

)
.

Proof. Combining Lemmas 5.2-5.4 implies the stated result. □

5.3.2. Efficiency estimates for poroelastic error estimator

Lemma 5.6. The first vectorial contribution to the local bulk poroelastic error estimator satisfies the following bound

ℎ𝐾 (𝜇P)−1∕2‖𝐑P
1‖0,𝐾 ≲ (𝜇P)−1∕2ℎ𝐾‖𝒃P − 𝒃Pℎ‖0,𝐾 + (𝜇P)−1‖𝜑P −𝜑P

ℎ‖0,𝐾 + ‖𝒖P − 𝒖Pℎ‖0,𝐾 .

Proof. It proceeds similarly to Lemma 5.2. □

Lemma 5.7. The second scalar contribution to the local bulk poroelastic error estimator satisfies the following bound

𝜌
1∕2
𝑑

‖𝑅P
2‖0,𝐾 ≲ (𝜆)−1∕2‖(𝜑P

ℎ −𝜑P − 𝛼(𝑝Pℎ − 𝑝P))‖0,𝐾 +
√
2𝜇P‖𝛁(𝒖− 𝒖ℎ)‖0,𝐾 .

Proof. The constitutive relation div𝒖P
ℎ
+ (𝜆P)−1𝜑P − 𝛼(𝜆P)−1𝑝P = 0|𝐾 implies that

𝜌
1∕2
𝑑

‖𝑅P
2‖0,𝐾 = 𝜌

1∕2
𝑑

‖div𝒖Pℎ + (𝜆P)−1𝜑P
ℎ − 𝛼(𝜆P)−1𝑝Pℎ‖0,𝐾

= 𝜌
1∕2
𝑑

‖div𝒖Pℎ − div𝒖P + (𝜆P)−1(𝜑P
ℎ −𝜑P − 𝛼(𝑝Pℎ − 𝑝P))‖0,𝐾

≲ (𝜆P)−1∕2‖𝜑P
ℎ −𝜑P − 𝛼(𝑝Pℎ − 𝑝P)‖0,𝐾 +

√
2𝜇P‖𝛁(𝒖− 𝒖ℎ)‖0,𝐾 . □

Lemma 5.8. The third scalar contribution to the local bulk poroelastic error estimator satisfies the following bound

(𝜌1)1∕2‖𝑅P
3‖0,𝐾 ≲ (𝜌1)1∕2‖𝑠P − 𝑠Pℎ‖0,𝐾 + (𝑐0)1∕2‖𝑝P − 𝑝Pℎ‖0,𝐾 + (𝜅∕𝜉)1∕2‖∇(𝑝P − 𝑝Pℎ)‖0,𝐾

+ (1∕𝜆P)−1∕2‖𝜑−𝜑P
ℎ + 𝛼(𝑝P − 𝑝Pℎ)‖0,𝐾 .

Proof. For each 𝐾 ∈ Tℎ, we define 𝜔|𝐾 = 𝜌1𝑅3𝑏𝐾 . Then, invoking (5.5), we conclude that

𝜌1‖𝑅P
3‖20,𝐾 ≲ ∫ 𝑅P

3(𝜌1𝑅
P
3𝑏𝐾 ) = ∫ 𝑅P

3𝜔.
𝐾 𝐾
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Using the relation 𝑠 − [𝑐0 + 𝛼2(𝜆P)−1]𝑝P + 𝛼(𝜆P)−1𝜑P + 𝜉−1 div[𝜅(∇𝑝P − 𝜌𝒈)]𝐾 = 0 in the last term and then integrating with 𝜔|𝜕𝐾 = 0, we can assert 
that

(𝜌1)−1‖𝑅P
3‖20,𝐾 ≲ ∫

𝐾

(𝑠Pℎ − 𝑠P)𝜔+ (𝑐0)−1 ∫
𝐾

(𝑝P − 𝑝Pℎ)𝜔+ 𝜉−1 ∫
𝐾

𝜅∇(𝑝P − 𝑝Pℎ) ⋅∇𝜔

+ 𝛼(𝜆)−1 ∫
𝐾

(𝜑P −𝜑P
ℎ + 𝛼(𝑝P − 𝑝Pℎ))𝜔.

Then, Cauchy–Schwarz inequality gives

𝜌1‖𝑅P
3‖20,𝐾 ≲((𝜌1)1∕2‖𝑠P − 𝑠Pℎ‖0,𝐾 + [𝑐0]1∕2‖𝑝P − 𝑝Pℎ‖0,𝐾 + 𝜉−1∕2‖𝜅1∕2∇(𝑝P − 𝑝Pℎ)‖0,𝐾

+ (𝜆P)−1∕2‖(𝜑P −𝜑P
ℎ + 𝛼(𝑝P − 𝑝Pℎ))‖0,𝐾 )((𝜅∕𝜉)1∕2‖∇𝜔‖0,𝐾 + (𝜌1)−1∕2)‖𝜔‖0,𝐾 .

And the proof follows after noting that

(𝜅
𝜉
)1∕2‖∇𝜔‖0,𝐾 + (𝜌1)−1∕2‖𝜔‖0,𝐾 ≲ (𝜅

𝜉
)1∕2ℎ−1

𝐾 ‖𝜔‖0,𝐾 + 𝜌
−1∕2
1 ‖𝜔‖0,𝐾 ) ≲ (𝜌1)−1∕2‖𝜔‖0,𝐾 = (𝜌1)1∕2‖𝑅P

3‖0,𝐾 . □

Lemma 5.9. The edge contribution to the local poroelastic error estimator satisfies the following bound

(
∑

𝑒∈𝜕𝐾

ℎ𝑒(𝜇P)−1‖𝐑P
𝑒‖20,𝑒)1∕2

≲
∑

𝐾∈𝑃𝑒

((𝜇P)−1∕2ℎ𝐾‖𝒃P − 𝒃Pℎ‖0,𝐾 + (𝜇P)−1∕2‖𝜑P −𝜑P
ℎ‖0,𝐾 + (2𝜇P)1∕2‖𝛁(𝒖P − 𝒖Pℎ)‖0,𝐾 ).

Proof. The proof is conducted similarly to that of Lemma 5.4. □

Lemma 5.10. There holds:

⎛⎜⎜⎝
∑

𝐾∈TP
ℎ

Ψ2
𝐾

⎞⎟⎟⎠
1∕2

≲
∑

𝐾∈TP
ℎ

(
((𝜇P)−1∕2ℎ𝐾‖𝒃P − 𝒃Pℎ‖0,𝐾 + (𝜇P)−1∕2‖𝜑P −𝜑P

ℎ‖0,𝐾 + (2𝜇P)1∕2‖𝛁(𝒖P − 𝒖Pℎ)‖0,𝐾 )

(𝜌1)1∕2‖𝑠P − 𝑠Pℎ‖0,𝐾 + (𝑐0)1∕2‖𝑝P − 𝑝Pℎ‖0,𝐾 + (𝜅∕𝜉)1∕2‖∇(𝑝P − 𝑝Pℎ)‖0,𝐾
+(1∕𝜆P)−1∕2‖𝜑−𝜑P

ℎ + 𝛼(𝑝P − 𝑝Pℎ)‖0,𝐾)
.

Proof. The results follow after combining Lemmas 5.6-5.9. □

5.3.3. Efficiency estimates for interface estimator

Lemma 5.11. There holds:(∑
𝑒∈Σ

ℎ𝑒(𝜇E + 𝜇P)−1‖𝐑Σ‖20,𝑒)1∕2

≲
∑
𝑒∈Σ

( ∑
𝐾∈𝑃𝑒∩ΩE

((2𝜇E)−1∕2ℎ𝐾‖𝒃E − 𝒃Eℎ‖0,𝐾 + (2𝜇E)−1∕2‖𝜑E −𝜑E
ℎ‖0,𝐾 + (2𝜇E)1∕2‖𝛁ℎ(uE − uE

ℎ)‖0,𝐾 )

+
∑

𝐾∈𝑃𝑒∩ΩP
((2𝜇P)−1∕2ℎ𝐾‖𝒃P − 𝒃Pℎ‖0,𝐾 + (2𝜇P)−1∕2‖𝜑P −𝜑P

ℎ‖0,𝐾 + (2𝜇P)1∕2‖𝛁ℎ(𝒖P − uP
ℎ)‖0,𝐾 )

)
.

Proof. For each 𝑒 ∈ EΣ
ℎ

, 𝜻𝑒 is defined locally as 𝜻𝑒 = (𝜇E + 𝜇P)−1ℎ𝑒𝐑Σ𝑏𝑒. Using (5.6) gives

ℎ𝑒(𝜇E + 𝜇P)−1‖𝐑Σ‖20,𝑒 ≲ ∫
𝑒

𝐑Σ ⋅ ((𝜇E + 𝜇P)−1ℎ𝑒𝐑Σ𝑏𝑒) = ∫
𝑒

𝐑Σ ⋅ 𝜻𝑒.

Integration by parts implies

∫
𝑒

(2𝜇E(𝜺(𝒖Eℎ) − 𝜺(𝒖E)) − (𝜑E
ℎ −𝜑E)𝐈)𝒏 ⋅ 𝜻𝑒 − (2𝜇P(𝜺(𝒖Pℎ) − 𝜺(𝒖P)) − (𝜑P

ℎ −𝜑P)𝐈)𝒏 ⋅ 𝜻𝑒

=
∑

𝐾∈𝑃𝑒∩ΩE
∫
𝐾

(𝐝𝐢𝐯(2𝜇E(𝜺(𝒖Eℎ) − 𝜺(𝒖E))) + ∇(𝜑E
ℎ −𝜑E)) ⋅ 𝜻𝑒

−
∑

𝐾∈𝑃𝑒∩ΩE
∫
𝐾

(2𝜇E(𝜺(𝒖Eℎ) − 𝜺(𝒖E)) − (𝜑E
ℎ −𝜑E)𝐈) ∶ 𝛁𝜻𝑒

−
∑

𝐾∈𝑃 ∩ΩP
∫ (𝐝𝐢𝐯(2𝜇P(𝜺(𝒖Pℎ) − 𝜺(𝒖P))) + ∇(𝜑P

ℎ −𝜑P)) ⋅ 𝜻𝑒
𝑒 𝐾
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−
∑

𝐾∈𝑃𝑒∩ΩP
∫
𝐾

(2𝜇P(𝜺(𝒖Pℎ) − 𝜺(𝒖P)) + (𝜑P
ℎ −𝜑P)𝐈) ∶ 𝛁𝜻𝑒.

Note that 𝒃P + 𝐝𝐢𝐯(2𝜇P𝜺(𝒖P) − 𝑝P𝐈) = 𝟎|𝐾 and 𝒃E + 𝐝𝐢𝐯(2𝜇E𝜺(𝒖E) − 𝑝E𝐈) = 𝟎|𝐾 . Then, we can assert that

ℎ𝑒

𝜇E + 𝜇P ‖𝐑Σ‖20,𝑒 ≲
∑

𝐾∈𝑃𝑒∩ΩE
∫
𝐾

⎛⎜⎜⎝(𝒃Eℎ − 𝒃E) ⋅ 𝜻𝑒 − ∫
𝐾

2𝜇E(𝜺(𝒖Eℎ) − 𝜺(𝒖E)) ∶ 𝛁𝜻𝑒 + ∫
𝐾

(𝑝Eℎ − 𝑝E)∇ ⋅ 𝜻
⎞⎟⎟⎠

+
∑

𝐾∈𝑃𝑒∩ΩE
∫
𝐾

𝐑E
1 ⋅ 𝜻𝑒 +

∑
𝐾∈𝑃𝑒∩ΩP

∫
𝐾

𝐑P
1 ⋅ 𝜻𝑒

+
∑

𝐾∈𝑃𝑒∩ΩP
∫
𝐾

⎛⎜⎜⎝(𝒃Pℎ − 𝒃P) ⋅ 𝜻𝑒 − ∫
𝐾

2𝜇P(𝜺(𝒖Pℎ) − 𝜺(𝒖P)) ∶ 𝛁𝜻𝑒 + ∫
𝐾

(𝑝Pℎ − 𝑝P)∇ ⋅ 𝜻
⎞⎟⎟⎠ .

Applying Cauchy–Schwarz inequality gives

ℎ𝑒

𝜇E + 𝜇P ‖𝐑𝑒‖20,𝑒 ≲
∑

𝐾∈𝑃𝑒∩ΩE
((2𝜇E)−1∕2ℎ𝐾‖𝒃E − 𝒃Eℎ‖0,𝐾 + (2𝜇E)−1∕2‖𝜑E −𝜑E

ℎ‖0,𝐾 + (2𝜇)1∕2‖𝜺(𝒖Eℎ) − 𝜺(𝒖E)‖0,𝐾 )×

((2𝜇E)1∕2‖𝛁𝜻‖0,𝐾 + (2𝜇E)1∕2ℎ−1
𝐾 ‖𝜻‖0,𝐾 )

+
∑

𝐾∈𝑃𝑒∩ΩP
((2𝜇P)−1∕2ℎ𝐾‖𝒃P − 𝒃Pℎ‖0,𝐾 + (2𝜇P)−1∕2‖𝜑P −𝜑P

ℎ‖0,𝐾 + (2𝜇)1∕2‖𝜺(𝒖Pℎ) − 𝜺(𝒖P)‖0,𝐾 )×

((𝜇P)1∕2‖𝛁𝜻‖0,𝐾 + (𝜇P)1∕2ℎ−1
𝐾 ‖𝜻‖0,𝐾 ).

And as a consequence of the bounds

(2𝜇E)1∕2‖𝛁𝜻‖0,𝐾 + (2𝜇E)1∕2ℎ−1
𝐾 ‖𝜻‖0,𝐾 ≲ (2𝜇E)1∕2ℎ−1

𝐾 ‖𝜻‖0,𝐾 ≲ ℎ
1∕2
𝑒 (𝜇E + 𝜇P)−1∕2‖𝐑𝑒‖0,𝑒,

(2𝜇P)1∕2‖𝛁𝜻‖0,𝐾 + (2𝜇P)1∕2ℎ−1
𝐾 ‖𝜻‖0,𝐾 ≲ (2𝜇P)1∕2ℎ−1

𝐾 ‖𝜻‖0,𝐾 ≲ ℎ
1∕2
𝑒 (𝜇E + 𝜇P)−1∕2‖𝐑𝑒‖0,𝑒,

the desired estimates hold true. □

Theorem 5.3 (Efficiency). Let (𝒖, 𝑝P, 𝜑) and (𝒖ℎ, 𝑝P
ℎ
, 𝜑ℎ) be the solutions of the weak formulations (2.4) and (3.5), respectively. Then the following efficiency 

bound holds

Ξ ≤ 𝐶eff (⦀(𝒖− 𝒖ℎ, 𝑝P − 𝑝Pℎ,𝜑−𝜑ℎ)⦀+Υ),

where 𝐶eff > 0 is a constant independent of ℎ and of the sensible model parameters.

Proof. The bound results from combining Lemmas 5.5, 5.10 and 5.11. □

Remark 5.1. To introduce a posteriori error estimation for formulation (3.9), we modify the proposed estimator for formulation (3.5). Specifically, 
we add one extra jump term for discontinuous fluid pressure so that the modified a posteriori error estimator is as follows:

Ξ2 ∶=
∑

𝐾∈TE
ℎ

Θ2
𝐾 +

∑
𝐾∈TP

ℎ

Ψ̃𝐾

2
+

∑
𝑒∈EΣ

ℎ

Λ2
𝑒 , (5.7)

with

Ψ̃𝐾

2
= Ψ𝐾

2 +
∑

𝑒∈𝜕𝐾

𝛽𝑝P𝜅

ℎ𝑒𝜂
‖�𝑝Pℎ𝒏�𝑒‖20,𝑒,

where Θ𝐾 , Ψ𝐾 and Λ𝑒 are defined in Section 5.1. The proposed a posteriori estimator (5.7) is also reliable, efficient and robust. The idea of proofs 
of reliability and efficiency is similar to the a posteriori estimation associated with formulation (3.5).

6. Robust block preconditioning

Building upon the analysis results in Sections 3 and 4, our goal now is to construct norm-equivalent block diagonal preconditioners for the 
discrete systems (3.5) and (3.9) that are robust with respect to (e.g., high interface contrast in the) physical parameters and mesh size ℎ.

To this end, we begin by writing system (2.4) in the following operator form M�⃗� = J, with �⃗� = (𝒖, 𝑝P, 𝜑), J = (𝐹 , 𝐺, 0), and

M =
⎛⎜⎜⎝

A1 0 B′
1

0 −C1 B′
2

B1 B2 −C2

⎞⎟⎟⎠ , (6.1)

where the prime indicates the adjoint operator. The block operators in M are induced by the respective bilinear forms as:

A1 ∶𝐕→𝐕′, ⟨A1(𝒖),𝒗⟩ ∶= 𝑎1(𝒖,𝒗) = ∫ 2𝜇𝜺(𝒖) ∶ 𝜺(𝒗),

Ω
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B1 ∶𝐕→ Z′, ⟨B1(𝒗), 𝜓⟩ ∶= 𝑏1(𝒗, 𝜓) = −∫
Ω

𝜓 div𝒗,

B2 ∶ QP → Z′, ⟨B2(𝑝P), 𝜓⟩ ∶= 𝑏2(𝑝P, 𝜓) = ∫
ΩP

𝛼
𝜆

𝑝P𝜓,

C1 ∶ QP →QP′, ⟨C1(𝑝P), 𝑞P⟩ ∶= �̃�2(𝑝P, 𝑞P) + 𝑎2(𝑝P, 𝑞P) = ∫
ΩP

((
𝑐0 +

𝛼2

𝜆

)
𝑝P𝑞P + 𝜅

𝜂
∇𝑝P∇𝑞P

)
,

C2 ∶ Z→ Z′, ⟨C2(𝜑), 𝜓⟩ = 𝑎3(𝜙,𝜓) ∶= 1
𝜆 ∫

Ω

𝜑𝜓.

Similarly, the discrete systems (3.5) and (3.9) can be cast, respectively, in the following matrix block-form:

⎛⎜⎜⎝
A1ℎ 0 B′

1
0 −C1 B′

2
B1 B2 −C2

⎞⎟⎟⎠
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

=∶Mℎ

⎛⎜⎜⎝
𝒖ℎ

𝑝P
ℎ

𝜑ℎ

⎞⎟⎟⎠ =
⎛⎜⎜⎝
𝐹
𝐺
0

⎞⎟⎟⎠ , and

⎛⎜⎜⎝
A1ℎ 0 B′

1
0 −C1ℎ B′

2
B1 B2 −C2

⎞⎟⎟⎠
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

=∶M̃ℎ

⎛⎜⎜⎝
𝒖ℎ

𝑝P
ℎ

𝜑ℎ

⎞⎟⎟⎠ =
⎛⎜⎜⎝
𝐹
𝐺
0

⎞⎟⎟⎠ , (6.2)

where Mℎ and M̃ℎ are induced by the multilinear forms 𝑀ℎ and 𝑀ℎ, respectively, and

A1ℎ ∶𝐕ℎ →𝐕′
ℎ, ⟨A1ℎ(𝒖ℎ),𝒗ℎ⟩ ∶= 𝑎ℎ

1 (𝒖ℎ,𝒗ℎ),

C1ℎ ∶ QP
ℎ →QP

ℎ

′
, ⟨C1(𝑝Pℎ), 𝑞

P
ℎ⟩ ∶= �̃�2(𝑝Pℎ, 𝑞Pℎ) + 𝑎ℎ

2 (𝑝
P
ℎ, 𝑞Pℎ).

Next, and following [37] (see also [31, Remark 5] and [30]), a preconditioner for the linear systems in (6.2) can be constructed from the discrete 
version of the continuous Riesz map block-diagonal operator. This latter continuous map is defined as follows:

P ∶𝐕 ×QP × Z→ (𝐕 ×QP × Z)′,

P ∶=
⎛⎜⎜⎝
[A1]−1 0 0

0 [C1]−1 0
0 0 [C†

2 ]
−1

⎞⎟⎟⎠ =
⎛⎜⎜⎜⎝
2𝜇 𝐝𝐢𝐯𝜺 0 0

0
(
𝐶0 +

𝛼2

𝜆

)
𝐈− div( 𝜅

𝜂
∇) 0

0 0
(
1
𝜆
+ 1

2𝜇

)
𝐈

⎞⎟⎟⎟⎠
−1

. (6.3)

Note that, when comparing the previous expression with the main block diagonal of (6.1), C2 is replaced by C†
2 , which contains the additional term 

1
2𝜇 . Furthermore, we define the discrete weighted space 𝑿ℎ,𝜖 ∶=𝐕ℎ ×QP

ℎ
×Zℎ which contains all triplets (𝒖ℎ, 𝑝P

ℎ
, 𝜑ℎ) that are bounded in the discrete 

weighted norm ⦀ ⋅ ⦀, and, similarly, 𝑿ℎ,𝜖,∗ ∶= 𝐕ℎ × Q̃P
ℎ
× Zℎ, with the norm ⦀ ⋅ ⦀∗, in the discontinuous fluid pressure case. Here the subindex 𝜖

represents all weighting parameters (𝜇, 𝑐0, 𝛼, 𝜆, 𝜅, 𝜂).
Note that the discrete solution operator Mℎ (and also M̃ℎ for the case of discontinuous pressure) is self-adjoint and indefinite on 𝑿ℎ,𝜖 (resp. on 

𝑿ℎ,𝜖,∗). The stability of this operator in the triple norm has been proven in Theorem 4.1, which implies that it is a uniform isomorphism (see also 
Theorem 4.2 for the case of discontinuous pressure and using the norm ⦀ ⋅⦀∗). Based on the discrete solution operators and the Riesz map (6.3), we 
have the following form for the discrete preconditioners:

Pℎ =
⎛⎜⎜⎝
[Â1ℎ]−1 0 0

0 [C1]−1 0
0 0 [C†

2 ]
−1

⎞⎟⎟⎠ , P̃ℎ =
⎛⎜⎜⎝
[Â1ℎ]−1 0 0

0 [C1ℎ]−1 0
0 0 [C†

2 ]
−1

⎞⎟⎟⎠ , (6.4)

where Â1ℎ is defined as follows:

Â1ℎ ∶𝐕ℎ →𝐕′
ℎ, ⟨Â1ℎ(𝒖ℎ),𝒗ℎ⟩ ∶= ∑

𝐾∈Tℎ

2𝜇(𝜺(𝒖ℎ),𝜺(𝒗ℎ))𝐾 +
∑

𝑒∈Eℎ∪Γ∗𝐷

2𝜇𝛽𝒖
ℎ𝑒

⟨�𝒖ℎ ⊗ 𝒏�, �𝒗ℎ ⊗ 𝒏�⟩𝑒,
i.e., the operator defining the ‖ ⋅ ‖∗,Tℎ

norm.

The preconditioners Pℎ, P̃ℎ represent self-adjoint and positive-definite operators. They can be thus used to accelerate the convergence of the 
MINRES iterative solver for the solution of the symmetric indefinite linear systems (3.5) and (3.9), respectively. A suitable norm equivalence result 
(see, e.g., Remark 4.2) implies that the matrices in (6.4) are indeed canonical block-diagonal preconditioners which are robust with respect to all 
model parameters. In addition, and owing to the discrete inf-sup conditions stated in Section 3, we can state that the discrete preconditioners are 
also robust with respect to the discretization parameter ℎ. This will be confirmed with suitable numerical experiments in Section 7.5.

7. Representative computational results

In this section we perform some numerical examples that confirm the validity of the derived error estimates. All of these tests were conducted 
using the open source finite element libraries FEniCS [2] (using multiphenics [10] for the handling of subdomains and incorporation of restricted 
finite element spaces) and Gridap [9] (version 0.17.12). Gridap is a free and open-source finite element framework written in Julia that combines 
a high-level user interface to define the weak form in a syntax close to the mathematical notation and a computational backend based on the Julia 
JIT-compiler, which generates high-performant code tailored for the user input [44]. We have taken advantage of the extensible and modular nature 
of Gridap to implement the new methods in this paper. The high-level API in Gridap provides all the ingredients required for the definition of 
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Table 7.1

Example 1. Error history and effectivity indexes for polynomial degrees 𝑘 = 0, 1, 2, going up to 𝑇 = 1. Discretization 
with continuous Biot fluid pressure.

𝑘 DoF 𝚎(𝒖, 𝑝P, 𝜑) rate 𝚎∗(𝒖) rate 𝚎(𝑝P) rate 𝚎(𝜑) rate 𝚎𝚏𝚏(Ξ)

0

81 5.84e+03 * 2.61e+02 * 1.22e+00 * 8.24e+03 * 1.35e-01

296 2.63e+03 1.15 7.84e+01 1.73 4.30e-01 1.51 3.71e+03 1.15 1.22e-01

1134 1.28e+03 1.04 2.51e+01 1.64 1.91e-01 1.17 1.81e+03 1.04 1.19e-01

4442 6.36e+02 1.01 6.94e+00 1.85 9.25e-02 1.05 8.98e+02 1.01 1.18e-01

17586 3.17e+02 1.00 2.90e+00 1.26 4.59e-02 1.01 4.48e+02 1.00 1.18e-01

69986 1.59e+02 1.00 1.83e+00 1.03 2.29e-02 1.00 2.24e+02 1.00 1.18e-01

1

204 1.36e+03 * 6.05e+01 * 3.36e-01 * 1.92e+03 * 6.60e-02

774 3.45e+02 1.98 3.15e+01 0.94 8.67e-02 1.95 4.86e+02 1.98 6.92e-02

3018 8.85e+01 1.96 8.51e+00 1.89 2.15e-02 2.01 1.24e+02 1.96 6.96e-02

11922 2.22e+01 1.99 2.04e+00 2.06 5.38e-03 2.00 3.13e+01 1.99 6.97e-02

47394 5.57e+00 2.00 4.95e-01 2.04 1.35e-03 2.00 7.84e+00 2.00 6.98e-02

188994 1.40e+00 2.00 1.23e-01 2.01 3.37e-04 2.00 1.96e+00 2.00 6.99e-02

2

383 2.75e+02 * 5.29e+01 * 3.58e-02 * 3.81e+02 * 5.85e-02

1476 3.25e+01 3.08 6.35e+00 3.06 3.09e-03 3.54 4.50e+01 3.08 4.32e-02

5798 3.73e+00 3.12 4.37e-01 3.86 3.74e-04 3.05 5.22e+00 3.10 3.96e-02

22986 4.52e-01 3.04 2.93e-02 3.90 4.65e-05 3.01 6.38e-01 3.03 3.85e-02

91538 5.61e-02 3.01 1.92e-03 3.93 5.81e-06 3.00 7.92e-02 3.01 3.82e-02

365346 7.02e-03 3.00 2.20e-04 3.13 7.26e-07 3.00 9.90e-03 3.00 3.83e-02

the forms in (3.5) and (3.9), e.g., integration on facets in Eℎ, Γ∗
𝐷

, and EΣ
ℎ

and jump/mean operators in (3.1). It also provides those tools required 
to build and apply the block diagonal preconditioners in (6.4). In the future, we plan to leverage the implementation with GridapDistributed
[8] so that we can tackle large-scale application problems on petascale distributed-memory computers. For the sake of reproducibility, the Julia 
software used in this paper is available publicly/openly at [7]. Except for the preconditioning tests collected in Section 7.5, all sparse linear systems 
are solved with UMFPACK for the Julia codes or with the Multifrontal Massively Parallel Solver (MUMPS) [3] otherwise.

7.1. Verification of convergence to smooth solutions

We manufacture a closed-form displacement and fluid pressure

𝒖 =
(

sin(𝜋[𝑥+ 𝑦])
cos(𝜋[𝑥2 + 𝑦2])

)
, 𝑝P = sin(𝜋𝑥+ 𝑦) sin(𝜋𝑦),

which, together with 𝜑P = 𝛼𝑝P −𝜆P div𝒖, 𝜑E = −𝜆E div𝒖, constitute the solutions to (2.1). For this test we consider the unit square domain Ω = (0, 1)2
divided into ΩE = (0, 1) ×(0.5, 1) and ΩP = (0, 1) ×(0, 0.5) and separated by the interface Σ = (0, 1) ×{0.5}. The boundaries are taken as ΓE

𝐷
= 𝜕ΩE ⧵Σ

and ΓP
𝐷
= 𝜕Ω ⧵ΓE

𝐷
, which implies that a real Lagrange multiplier is required constraining the mean value of the global pressure to coincide with the 

exact value. The parameter values are taken as follows

𝛼 = 1, 𝜇P = 10, 𝜆P = 2 ⋅ 104, 𝜇E = 20, 𝜆E = 104,

𝑐0 = 1, 𝜅 = 1, 𝜂 = 1, 𝛾 = 1, 𝛽𝒖 = 𝛽𝑝P = 2.5 ⋅ 102𝑘+1.

We note that the stress on the interface Σ is not continuous. As a result, we must add the following term:∑
𝑒∈EΣ

ℎ

(
{{𝒗}}, �(2𝜇𝜺(𝒖) −𝜑𝐈)𝒏�

)
0,𝑒 ,

to the right-hand side of (3.5) and (3.9) evaluated at the exact solution. We must also include additional terms for non-homogeneous Neumann and 
Dirichlet boundary conditions.

For the discretization using continuous fluid pressure approximation, errors between exact and approximate solutions are computed using the 
norms

𝚎(𝒖, 𝑝P, 𝜑) ∶= ⦀(𝒖− 𝒖ℎ, 𝑝P − 𝑝Pℎ,𝜑−𝜑ℎ)⦀, 𝚎∗(𝒖) ∶= ‖𝒖− 𝒖ℎ‖∗,Tℎ
,

𝑒(𝑝P) ∶= (𝑐0 + 𝛼2∕𝜆P)‖𝑝P − 𝑝Pℎ‖0,ΩP + 𝜅
𝜂
‖∇ℎ(𝑝P − 𝑝Pℎ)‖0,ΩP , 𝚎(𝜑) ∶= 1

𝜇E ‖𝜑−𝜑ℎ‖0,ΩE + 1
𝜇P ‖𝜑−𝜑ℎ‖0,ΩP ,

while for discontinuous pressure approximations the following norms are modified

𝚎∗(𝒖, 𝑝P, 𝜑) ∶= ⦀(𝒖− 𝒖ℎ, 𝑝P − 𝑝Pℎ,𝜑−𝜑ℎ)⦀∗, 𝑒∗(𝑝P) ∶= ‖𝑝P − 𝑝Pℎ‖∗,ΩP .

The experimental rates of convergence are computed as

𝚛 = log(𝚎(⋅)∕�̃�(⋅))[log(ℎ∕ℎ̃)]−1,

where 𝚎, ̃𝚎 denote errors generated on two consecutive meshes of sizes ℎ and ℎ̃, respectively. Such an error history is displayed in Tables 7.1-7.2. In 
these cases we note that uniform mesh refinement is sufficient to obtain optimal convergence rates of O(ℎ𝑘+1) in the corresponding broken energy 
norm (we also tabulate the individual errors in their natural norms). These results are consistent with the theoretical error estimates derived in 
Theorem 4.3.
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Table 7.2

Example 1. Error history and effectivity indexes for polynomial degrees 𝑘 = 0, 1, 2, going up to 𝑇 = 1. Discretiza-

tion with discontinuous Biot fluid pressure.

𝑘 DoF 𝚎∗(𝒖, 𝑝P, 𝜑) rate 𝚎∗(𝒖) rate 𝚎∗(𝑝P) rate 𝚎(𝜑) rate 𝚎𝚏𝚏(Ξ)

0

97 5.84e+03 * 2.61e+02 * 6.94e-01 * 8.24e+03 * 1.25e-01

369 2.63e+03 1.15 7.84e+01 1.73 3.57e-01 0.96 3.71e+03 1.15 1.22e-01

1441 1.28e+03 1.04 2.51e+01 1.64 1.81e-01 0.98 1.81e+03 1.04 1.19e-01

5697 6.36e+02 1.01 6.94e+00 1.85 9.14e-02 0.99 8.98e+02 1.01 1.18e-01

22657 3.17e+02 1.00 2.90e+00 1.26 4.66e-02 0.97 4.48e+02 1.00 1.18e-01

1

229 1.36e+03 * 6.06e+01 * 1.48e-01 * 1.92e+03 * 6.60e-02

889 3.45e+02 1.98 3.15e+01 0.95 4.19e-02 1.83 4.85e+02 1.98 6.93e-02

3505 8.85e+01 1.96 8.51e+00 1.89 1.09e-02 1.94 1.24e+02 1.96 6.97e-02

13921 2.22e+01 1.99 2.03e+00 2.06 2.79e-03 1.97 3.13e+01 1.99 6.98e-02

55489 5.57e+00 2.00 4.95e-01 2.04 7.43e-04 1.91 7.84e+00 2.00 6.98e-02

2

417 2.73e+02 * 5.29e+01 * 2.46e-02 * 3.78e+02 * 4.06e-02

1633 3.24e+01 3.07 6.35e+00 3.06 2.94e-03 3.07 4.49e+01 3.07 4.02e-02

6465 3.72e+00 3.12 4.37e-01 3.86 3.69e-04 2.99 5.22e+00 3.10 3.95e-02

25729 4.52e-01 3.04 2.94e-02 3.89 4.84e-05 2.93 6.37e-01 3.03 3.85e-02

102657 5.63e-02 3.02 7.81e-03 3.10 5.91e-06 2.97 8.16e-02 3.01 3.84e-02

Fig. 7.1. Example 2. Error decay for the convergence test on an L-shaped domain using mild (left panel) and high-contrast (center panel) elastic parameters, 
comparing in each case the convergence of uniform mesh refinement, adaptive mesh refinement, and adaptive mesh refinement with smoothing step. The right 
panel shows the robustness of the a posteriori error estimators by comparing the effectivity indexes. In all cases we take 𝑘 = 1.

The robustness of the a posteriori error estimators is quantified in terms of the effectivity index of the indicator

eff(Ξ) = (e∗(𝒖)2 + e(𝑝P)2 + e(𝜑)2)1∕2∕Ξ,

(or eff(Ξ) = (e∗(𝒖)2 + e∗(𝑝P)2 + e(𝜑)2)1∕2∕Ξ in the case of discontinuous fluid pressures) and eff is expected to remain constant independently 
of the number of degrees of freedom associated with each mesh refinement. In both tables the effectivity index is asymptotically constant for all 
polynomial degrees. This fact confirms the efficiency and reliability of the estimator. Similar results are also obtained even when the Poisson ratio 
in each subdomain is close to 0.5.

7.2. Verification of a posteriori error estimates

To assess the performance of the proposed estimators, we use the L-shaped domain Ω = (−1, 1)2 ⧵ (0, 1)2, the interface is zig-zag-shaped and 
going from the reentrant corner (0, 0) to the bottom-left corner of the domain (−1, −1), and the porous domain is the one above the interface. We 
consider manufactured solutions with high gradients near the reentrant corner

𝒖 = 10−2
(
((𝑥− 𝑥𝑎)2 + (𝑦− 𝑦𝑎)2)−2∕3
((𝑥− 𝑥𝑎)2 + (𝑦− 𝑦𝑎)2)−2∕3

)
, 𝑝P = ((𝑥− 𝑥𝑎)2 + (𝑦− 𝑦𝑎)2)−2∕3,

with (𝑥𝑎, 𝑦𝑎) = (0.01, 0.01). We employ adaptive mesh refinement consisting in the usual steps of solving, then computing the local and global 
estimators, marking, refining, and smoothing. The marking of elements for refinement follows the classical Dörfler approach [21]: a given 𝐾 ∈ Tℎ is 
marked (added to the marking set Mℎ ⊂ Tℎ) whenever the local error indicator Ξ𝐾 satisfies∑

𝐾∈M

Ξ2
𝐾 ≥ 𝜁

∑
𝐾∈T

Ξ2
𝐾,
ℎ ℎ
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Fig. 7.2. Example 2. Initial meshes for poroelastic and elastic subdomains, and meshes after 2 and 7 steps of adaptive refinement guided by Ξ (top). The bottom 
row shows, at the finest level and for the case without mesh smoothing, the approximate global displacement, Biot fluid pressure, and the cell-wise value of the a 
posteriori error indicator. Here we use 𝑘 = 1.

where 𝜁 is a user-defined bulk density parameter. All edges in the elements in Mℎ are marked for refinement. Additional edges are marked for the 
sake of closure, and an additional smoothing step (Laplacian smoothing on the refined mesh to improve the shape regularity of the new mesh) is 
applied before starting a new iteration of the algorithm. When computing convergence rates under adaptive mesh refinement, we use the expression

r(⋅) = −2 log(𝑒(⋅)∕𝑒(⋅))[log(𝙳𝚘𝙵∕𝙳𝚘𝙵)]−1.

We set the following parameter values 𝑐0 = 0.01, 𝛼 = 0.5, 𝜂 = 0.01, 𝜅 = 10−3 and consider two cases for the Young and Poisson moduli: first 
𝐸E = 10, 𝐸P = 100, 𝜈E = 0.495, 𝜈P = 0.4, and secondly larger contrast: 𝐸E = 1000, 𝐸P = 10, 𝜈E = 0.499, 𝜈P = 0.25. Moreover, we only use the 
polynomial degree 𝑘 = 1, 𝛽𝒖 = 500, and 𝜁 = 10−7. For this case we consider continuous fluid pressure approximations. The error history is presented 
in the left and center panels of Fig. 7.1. There we plot the error decay vs the number of degrees of freedom for the case of uniform mesh refinement, 
and adaptive mesh refinement with or without a smoothing step, and using the mild vs high contrast mechanical parameters. For comparison we also 
plot an indicative of the orders O(ℎ) and O(ℎ2) (thanks to the relation DoF−1∕𝑑 ≲ ℎ ≲ DoF−1∕𝑑 , in 2D we take 𝐶 DoF−1∕2 and 𝐶 DoF−1, respectively). 
We note that for high contrast parameters, the performance of the three methods is very similar. However, as the mesh is refined, for roughly the 
same computational cost, the two adaptive methods render a much better approximate solution. Another observation is that the effectivity indexes 
(plotted in the right panel) have a slightly higher oscillation than in the adaptive cases, but overall they do not show a systematic increase/decrease. 
We also show samples of adaptive meshes in Fig. 7.2. The a posteriori error indicator correctly identifies and guides the agglomeration of elements 
near the zones of high gradients (the reentrant corner), plus the zones where the contrast occurs (the interface corners). The figure also portrays 
examples of approximate solutions together with the value of Ξ𝐾 locally.

7.3. A simple simulation of indentation in a 3D layered material

We now consider the punch problem (the drainage of a body by an induced compression loading [20,36]). The full domain is Ω = (0, 50)3 mm3, 
and it is equi-separated into elastic and poroelastic subdomains by a diagonal plane. The elastic moduli, hydromechanical coupling constants, and 
fluid model parameters are

𝐸E = 50kN/mm2, 𝐸P = 210kN/mm2, 𝜈E = 0.3, 𝜈P = 0.499,

𝛼 = 0.85, 𝑐0 = 0.1, 𝜅 = 10−3 mm, 𝜂 = 10−2 kN/mm2 s.

A normal surface load is applied on a quarter of the plane 𝑦 = 50 mm, near the corner (0, 50, 50), where the traction has magnitude 60 N/mm2. On the 
three planes 𝑥 = 0, 𝑦 = 0, and 𝑧 = 50 mm we prescribe zero normal displacement 𝒖 ⋅ 𝒏 = 0 together with an influx condition 𝜅∇𝑝P ⋅ 𝒏 = −1.7 mm/s, 
𝜂
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Fig. 7.3. Example 3. Meshes on the deformed domain after 1, 2, and 4 steps of adaptive refinement guided by Ξ. The bottom row shows, at the finest level, the 
approximate displacement and total pressure on both subdomains, as well as the convergence of the global a posteriori error estimator.

and on the remainder of the boundary we set stress-free conditions for the solid phase and zero Biot pressure. Fig. 7.3 shows the deformed 
configuration after a few steps of mesh adaptation, which clearly illustrates the jump in material properties. The meshes are more densely refined 
near the interface, indicating that the estimator captures correctly the error in these regions. The bottom plots suggest a difference in compliance, 
as observed across the interface, the deformations are more pronounced in the elastic domain. Note that the method guided by the a posteriori error 
estimate is particularly effective in capturing high solution gradients (of global displacement and of global total pressure). The rightmost panel of 
the figure also shows, in log-log scale, the decay of the global error estimator Ξ vs the number of degrees of freedom, for comparison we also plot 
an indicative of the mesh size, for 3D, 𝐶 𝙳𝚘𝙵−

1
3 , which confirms that the estimator converges at least with O(ℎ) to zero. Note that we are using here 

the lowest-order method 𝑘 = 0 with continuous fluid pressure approximation, and the mesh agglomeration parameter is chosen as 𝜁 = 0.02.

7.4. A test with realistic model parameters (application to brain multiphysics)

The Biot-elasticity system described in this paper is useful in a range of applications. We show here, as an example, how it can be used to calculate 
the displacement in a system consisting of the wall of a penetrating vessel and the interstitium surrounding it. A proper network of vessels is shown 
in [28,39], but we will do a simplified 2D illustration. Here, the vessel is T-shaped with the interstitium in a surrounding box. The boundaries are 
divided into Dirichlet and Neumann boundaries for both the vessel wall and the interstitium domains. The bottom boundary of the vessel wall and 
the top and bottom boundary of the interstitium have Dirichlet boundaries while the side boundaries for both the vessel wall and interstitium have 
Neumann boundaries. The mesh is shown in Fig. 7.4 (top left). The displacement is driven by a pressure wave along the inside of the vessel wall, 
represented as a sinus wave with a period of one second and a maximum value of 1 kPa. The value is taken from [46] where the intraventricular 
intracranial pressure is reported to be mostly in the range 0.1-1 kPa. The vessel wall for rats is reported to be between 3.8 and 5.8 μm and the 
diameter of the vessels is reported to be 43 and 63 μm [11]. We choose the vessel to have a diameter of 50 μm while the vessel wall has a thickness of 
5 μm in this example. The Lame parameters in the interstitium are 𝜇 = 1 kPa and 𝜆 = 1 MPa in our example. This is in the range of 𝜇 = [590, 2.5 ⋅103]
Pa and 𝜆 = [529, 1.0 ⋅ 1011] Pa given in [43]. In the vessel wall, they are chosen to be 1 MPa and 1 GPa respectively, which is similar to the reported 
ranges of 𝜇 = [3.3 ⋅ 103, 8.2 ⋅ 105] Pa and 𝜆 = [3.0 ⋅ 104, 3.4 ⋅ 1012] Pa given in [12,43]. Additionally, the permeability is 100 nm2 in the interstitium 
which within the ranges of 10 to 2490 nm2 presented in [29,43]. We use mixed boundary conditions as follows

[2𝜇E𝜺(𝒖E) −𝜑E𝐈]𝒏𝜕ΩE = 0 on Γ𝑃
𝑁 (7.1a)

𝒖E = 0 on Γ𝑃
𝐷 (7.1b)

[2𝜇P𝜺(𝒖P) −𝜑P𝐈]𝒏𝜕ΩP = 0 on Γ𝑃 (7.1c)
𝑁
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Fig. 7.4. The solution of the Biot-elasticity system on a T-vessel domain. A) shows the domain with boundaries. The dark blue is the vessel wall and the lighter blue 
is the interstitium. The top and the bottom of the interstitium domain and the bottom of the vessel wall domain are Dirichlet boundaries, while the sides of both the 
interstitium and the vessel wall are Neumann boundaries. B) shows the displacement after 0.10 seconds (top), 0.25 seconds (bottom left) and 0.40 seconds (bottom 
right).

1
𝜂
⟨𝜅∇𝑝𝑃 ⋅ 𝒏, 𝑞𝑃 ⟩𝜕Ω𝑃

= 0 on Γ𝑃
𝑁 (7.1d)

𝒖P = 0 on Γ𝑃
𝐷, (7.1e)

where Γ𝐸
𝑁

and Γ𝐸
𝐷

is the Neumann and Dirichlet boundaries for the vessel wall and Γ𝑃
𝑁

and Γ𝑃
𝐷

is the Neumann and Dirichlet boundaries for the 
interstitium. The previously mentioned pressure wave is described by

[2𝜇E𝜺(𝒖E) −𝜑E𝐈]𝒏𝜕ΩE = 𝑔(𝑡)𝒏𝜕ΩE
on Γtraction, (7.2)

where Γtraction is the inside of the vessel wall and 𝑔(𝑡) = 103 ⋅ sin(2𝜋𝑡). The simulation runs over 0.5 seconds which encompass a full expansion and 
contraction of the vessel wall by the pressure sine wave.

We time discretize the transient problem using Crank–Nicolson’s method with a constant time step Δ𝑡 = 0.01 seconds, and solve the problem 
at each step with a sparse direct solver. From the solution, Fig. 7.4, we observe that the pressure wave causes the displacement to spread through 
the vessel wall and into the interstitium. As the pressure wave goes back to zero, the displacement in the interstitium relaxes back to zero as well. 
The maximum displacement is 66 μm. This displacement is quite large considering the maximum arterial wall velocity is 18-25 μm/s in mice, as 
reported in [40].

7.5. Evaluation of preconditioning robustness

We thoroughly evaluated the robustness of Pℎ in (6.4) for a wide span of physical parameter-value ranges of interest, different mesh resolutions, 
H(div)-conforming approximations for the displacements (in particular, BDM and Raviart–Thomas), different rectangular domain shapes, and elastic 
and poroelastic rectangular subdomain shapes. Overall, our results confirm an asymptotically constant number of MINRES iterations with mesh 
resolution even with material parameters that exhibit very large jumps across the interface (e.g., we tested up to 3 orders of magnitude jumps in 
𝜇 and 𝜆), and/or very small or very large values (e.g., 𝜅 ∈ [10−3, 10−5, 10−7] m2; 𝜆, 𝜇 ∈ [1, 103, 106, 109] Pa), including the extreme cases of near 
incompressibility, near impermeability, and near zero storativity. We note, however, that the value of the penalty parameter 𝛽𝒖 has to be chosen 
carefully (typically via numerical experimentation), as it can have a significant impact on preconditioner efficiency.

For conciseness, in this section, we only show results for the particularly challenging (and realistic) combination of physical parameter values 
corresponding to the problem in Section 7.4. We use the upper part of the domain in this problem, namely the rectangular domain Ω = [0, 0.25] ×
[0.17, 0.25], with elastic subdomain spanning the thin stripe [0, 0.25] × [0.17, 0.1705]. As usual, the poroelastic domain is defined as the complement 
of the elastic domain. We used a triangular uniform mesh generator parametrizable by the number of layers of triangles in the thinner dimension of 
the elastic domain, which we refer to as 𝓁. Note that ℎ = 0.05∕𝓁. We tested in particular with three mesh resolutions corresponding to 𝓁 = 2, 4, 8. 
We solve problem (3.5) with the known manufactured solution described in Section 7.1. We report results only for BDM with 𝑘 = 0, although we 
stress that the number of iterations obtained for Raviart–Thomas with 𝑘 = 1 were very similar to those reported herein. The preconditioned MINRES 
solver is used in conjunction with Pℎ in (6.4), and convergence is claimed whenever the Euclidean norm of the (unpreconditioned) residual of the 
whole system is reduced by a factor of 106. The action of the preconditioner was computed by LU decomposition in all cases. As an illustration 
of the challenge at hand, for 𝓁 = 2, 𝛽𝒖 = 20, the condition number of the unpreconditioned system (3.5) is approximately as large as 1.25 × 1026
(as computed by the cond Julia function). By a suitable scaling of the system, this large number could be reduced to 1.25 × 1014 (i.e., by 12 
orders of magnitude). In particular, we scale (2.1a) and (2.1d) with 1∕ max(𝜇P, 𝜇E) and solve for the scaled pressures 𝜑P,E ← 𝜑P,E∕ max(𝜇P, 𝜇E) and 
𝑝P ← 𝑝P∕ max(𝜇P, 𝜇E); see also scale_parameters function in [7] for full details. We stress that, while the number of preconditioned MINRES 
iterations to solve the original and scaled systems was almost equivalent in all cases tested, we observed a much more reliable behavior of the error 
curves for the scaled equations, in particular, under the assumption of a relatively coarse fixed residual tolerance. Thus, in the sequel, we report 
the errors we obtained in the presence of such an scaling. Finally, in order to study the dependence of the number of iterations and error on the 
penalization parameter 𝛽𝒖, we tested with different values of 𝛽𝒖 ∈ [10, 5000].
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Fig. 7.5. Number of preconditioned MINRES iterations versus number of degrees of freedom for different values of 𝛽𝒖 (left) and versus 𝛽𝒖 for different values of 
mesh resolution 𝓁 (right).

Fig. 7.6. Error in the displacements (left), fluid pressure (center), and global pressure (right) versus 𝛽𝒖 for different values of mesh resolution 𝓁.

In Fig. 7.5 (left), we report the number of preconditioned MINRES iterations versus number of degrees of freedom. While the value chosen for 𝛽𝒖
has an impact on the number of iterations for fixed mesh resolution, we can observe nevertheless an asymptotically constant number of iterations 
with mesh resolution for most of the values of 𝛽𝒖 tested. This can be better observed in Fig. 7.5 (right), where we report the number of iterations 
versus 𝛽𝒖 for different values of mesh resolution 𝓁; the number of iterations to achieve convergence is approximately constant with mesh resolution 
except for values of 𝛽𝒖 within [50, 200]. In order to have a more complete picture, in the curves labeled as “solver=pminres” in Fig. 7.6, we report 
the errors in the displacements (left), fluid pressure (center), and global pressure (right) versus 𝛽𝒖, obtained with the preconditioned MINRES solver. 
As a reference, in the curves labeled as “solver=lu” in Fig. 7.6, we report the corresponding errors obtained with a robust sparse direct solver 
(UMFPACK). We can observe that the value of 𝛽𝒖 has an impact on the error obtained, particularly noticeable in the case of the preconditioned 
MINRES solver; only for the smallest value of 𝛽𝒖 = 10, the accuracy of the sparse direct solver can be matched for all unknowns. We have checked 
that, as expected, as we use finer residual tolerances, the error curves for the MINRES solver become closer to those obtained with the sparse direct 
solver (at the price of some more iterations).
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[41] A. Mikelić, M.F. Wheeler, On the interface law between a deformable porous medium containing a viscous fluid and an elastic body, Math. Models Methods Appl. Sci. 22 (11) 
(2012) 1250031.

[42] M.A. Olshanskii, J. Peters, A. Reusken, Uniform preconditioners for a parameter dependent saddle point problem with application to generalized Stokes interface equations, Numer. 
Math. 105 (2006) 159–191.

[43] J.H. Smith, J.A. Humphrey, Interstitial transport and transvascular fluid exchange during infusion into brain and tumor tissue, Microvasc. Res. 73 (1) (2007) 58–73.

[44] F. Verdugo, S. Badia, The software design of Gridap: a Finite Element package based on the Julia JIT compiler, Comput. Phys. Commun. 276 (July 2022) 108341.

[45] R. Verfürth, A Posteriori Error Estimation Techniques for Finite Element Methods, Oxford University Press, Oxford, 2013.

[46] V. Vinje, et al., Respiratory influence on cerebrospinal fluid flow–a computational study based on long-term intracranial pressure measurements, Sci. Rep. 9 (1) (2019) 9732.

[47] Y. Zeng, M. Cai, F. Wang, An H(div)-conforming finite element method for Biot’s consolidation model, East Asian J. Appl. Math. 9 (3) (2019) 558.

[48] Y. Zeng, Z. Weng, F. Liang, Convergence analysis of H(div)-conforming finite element methods for a nonlinear poroelasticity problem, Discrete Dyn. Nat. Soc. 2020 (2020) 9494389.
194

http://refhub.elsevier.com/S0898-1221(23)00600-4/bibABC00F477DA7F044FA2E69E3C2A4D1EEs1
https://doi.org/10.5281/zenodo.8017784
https://doi.org/10.5281/zenodo.8017784
http://refhub.elsevier.com/S0898-1221(23)00600-4/bibB5D93F5D02F14A181C76CE26E300102Cs1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib2BFB32C61ABC474F224FD0B36C05A6A6s1
https://mathlab.sissa.it/multiphenics
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib5B1819A79DD0AD1DA3076066E7860A5Bs1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib31F8B998F0BB9D88C4E1FD04652954E5s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib57A13A1C87404F9A2D7ABAF5B24AC190s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bibF69B962E8DAA124367E6B9B1BEADC281s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib7680F4D901E65BCABF1C1101111AE0FDs1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bibEFAEF53D1B2F79249058AFEFF2E4E21Es1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bibEFAEF53D1B2F79249058AFEFF2E4E21Es1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bibA83FECBACB5D466600643D39447FC644s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bibAD3D4E8B3C830E55EBC87370F3648203s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bibAD3D4E8B3C830E55EBC87370F3648203s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib5CC5576B42842D7D4799D44AA7A670FBs1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib8C8A881E1C3783959DC91FBF7AD11DBEs1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib43FD0EEE87AFAF5DFC1078799069F2C6s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bibE67D7B820F7CE228190195220FD32D5As1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib7ECF27061B1FAA90F0FE4CF1DF68C09Es1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib2C0F98F73AB16639458CB24DE57674E3s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib50C7FA8E8DE28D3CE21EDB18D1F89673s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib50C7FA8E8DE28D3CE21EDB18D1F89673s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib0B217A49BC7F6AD31BC9149A2172F68Ds1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib9EDC6FEB37AC7BA6F0E0FBF22100007As1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib0E4F86AB527BF3591E1AE968795FA393s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib890F071CAD1896AC7DD9C480D7BD5EAEs1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib1E591AB77FC831BF3C59595850A2BB37s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib1E591AB77FC831BF3C59595850A2BB37s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib5CD498B3F5BC87557A4EBA3113EC807Bs1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib5CD498B3F5BC87557A4EBA3113EC807Bs1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib4421C38C5C638B132F06660CFB303174s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib4421C38C5C638B132F06660CFB303174s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bibA071FCA6BAE48CB1F054547C2B108A89s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib399C4770BBF80CDED02DE26FFECC4FB3s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib890B6936020A40EE1661B77EFAB897DCs1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib7EBFC72B4D33B5B238A3D21BBE1DEC03s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib7EBFC72B4D33B5B238A3D21BBE1DEC03s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bibE32D391E8A2D76F034D0CD49938A3F0Bs1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib6CA0B6E0E8821500BF6567E2A44A1480s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bibCEDAD2116B5F6B4DC61FF9D6C3FA407Fs1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bibCEDAD2116B5F6B4DC61FF9D6C3FA407Fs1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bibD322562C36F25FF52BC6AAADE4728277s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib05114503C3AC55DBDE2428C3BCEF9212s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib05114503C3AC55DBDE2428C3BCEF9212s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bibA6E9126C5CB6CFF7A009282468EDE7F9s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bibA6E9126C5CB6CFF7A009282468EDE7F9s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bibAA5575BB298EBAA11E745A8B07002234s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib3656E77B4B51F22FEC8DC0D69A2A9CFFs1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib00A256E0467E9DD4C9CD61F2E1251DDBs1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib477E785F5FC5FDD66FEB386E300C246Ds1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bib76A48919C180BC9270F6E655F51B9EB1s1
http://refhub.elsevier.com/S0898-1221(23)00600-4/bibDBDA5FBA8C2C805D37A750696AA0B9EBs1

	Efficient and reliable divergence-conforming methods for an elasticity-poroelasticity interface problem
	1 Introduction
	2 Problem statement
	2.1 Preliminaries
	2.2 The transmission problem
	2.3 A weak formulation
	2.4 Properties of the continuous weak form and further assumptions

	3 An H(div)-conforming finite element approximation
	3.1 Formulation with continuous fluid pressure
	3.2 Formulation with discontinuous fluid pressure

	4 Unique solvability of the discrete problems and a priori error estimates
	4.1 Well-posedness analysis for formulation (3.5)
	4.2 Well-posedness analysis for formulation (3.9)

	5 Residual-based a posteriori error analysis
	5.1 Definition of the bulk and edge residuals
	5.2 Reliability estimates
	5.3 Efficiency estimates
	5.3.1 Efficiency estimates for elastic error estimator
	5.3.2 Efficiency estimates for poroelastic error estimator
	5.3.3 Efficiency estimates for interface estimator


	6 Robust block preconditioning
	7 Representative computational results
	7.1 Verification of convergence to smooth solutions
	7.2 Verification of a posteriori error estimates
	7.3 A simple simulation of indentation in a 3D layered material
	7.4 A test with realistic model parameters (application to brain multiphysics)
	7.5 Evaluation of preconditioning robustness

	Data availability
	Acknowledgements
	References


