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Abstract

We develop and analyse an adaptive fully mixed finite element method for stationary generalized biocon-
vective flows, in which the Navier–Stokes equations with concentration-dependent viscosity are coupled to
a conservation law for swimming microorganisms. The method introduces the trace-free velocity gradient,
a symmetric pseudo-stress tensor, the concentration gradient and a semi-advective microorganism flux,
the latter also enabling a consistent treatment of Robin-type boundary conditions for the concentration.
The variational formulation is developed within a Banach space framework that includes these auxil-
iary variables, in addition to the fluid’s velocity, pressure, and the microorganisms’ concentration. The
analysis progresses by examining the fixed-point operator, which reformulates the continuous problem’s
variational formulation equivalently. The existence of solutions is obtained by using Schauder’s theorem,
while uniqueness relies on particular data constraints. In the discrete setting, we utilize Raviart-Thomas
spaces and piecewise polynomials defined on macroelement-structured meshes. The existence of solutions
in this context is established with Brouwer’s theorem, and the uniqueness is guaranteed by the Banach
fixed point theorem in the case in which the viscosity is constant. An a priori error analysis yields op-
timal convergence estimates. Additionally, we derive a residual-based a posteriori error estimator whose
reliability is demonstrated using global inf-sup conditions, appropriate Helmholtz decompositions, and
properties of Raviart-Thomas and Clément projectors. The efficiency of the estimator is ensured through
localization techniques and classical bubble functions. A set of numerical experiments in two and three
dimensions confirms the predicted convergence rates, demonstrates the effectiveness of adaptive refine-
ment for singular solutions and complex geometries with inclusions, and illustrates the robustness of
the proposed formulation when applied to a time-dependent bioconvective benchmark exhibiting plume
formation, based on an Einstein–Batchelor-type viscosity law.
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1 Introduction

Bioconvection, or biological convection, encompasses the transport of substances or particles within a bio-
logical medium, driven by the active movement of microorganisms in response to external stimuli such as
gravity, light, oxygen, nutrient or temperature gradients, or some combination of these [44]. This motility of
microorganisms generates concentration gradients, leading to directed transport of substances through the
medium. Bioconvection phenomena are observed in various natural settings, including nutrient transport in
plants, cellular transport systems, blood circulation, and aquatic environments inhabited by bacteria, algae,
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and other cellular organisms. Their active movement induces water flow and creates concentration gradients
essential for nutrient and vital substance transport. Furthermore, bioconvection has been recognized for
its practical applications in biotechnology, medicine, and engineering, such as in controlled environments
like laboratories or cell culture facilities, biocombustible production processes, and wastewater treatment,
where understanding and controlling bioconvection mechanisms can enhance efficiency and effectiveness
[6, 39, 40, 48].

Based on the principles of hydrodynamics and mass transfer, a mathematical model for describing the
interaction between the fluid flow and microorganisms in a bioconvection phenomenon (see [42] and [43])
involves the fluid velocity u, the fluid pressure p, and the concentration φα of microorganisms within a
culture fluid Ω ⊂ Rd (d = 2, 3), satisfying

−2div (µ(φα)e(u)) + (u · ∇)u+∇ p = f − g [1 + γφα] êd , divu = 0 in Ω,

−κ∆φα + u · ∇φα + U
∂φα
∂xd

= 0 in Ω and
1

|Ω|

∫

Ω
φα = α .

(1.1)

The first equation of (1.1) represents the momentum balance for the fluid flow within the domain, incor-
porating the effects of a concentration-dependent viscosity µ( · ) and the strain rate tensor e(u), convective
transport of momentum (u · ∇)u, and the hydrostatic pressure gradient ∇p. The term f refers to a
volume-distributed external force or source term, and −g [1 + γφα] êd models the buoyancy effects due to
the presence of microorganisms in the d–axis direction, represented by the unit vector êd. The constant g is
the acceleration due to gravity and the parameter γ := ρ0/ρm − 1 stands for the relative density difference,
with ρ0 being the density of the microorganisms and ρm being the density of the culture fluid. In turn, the
relation divu = 0, given by the second equation in (1.1) represents the fluid incompressibility constraint.

The third equation in (1.1) describes the mass transfer of microorganisms within the fluid, reflecting the
balance between diffusion, characterized by the diffusivity constant κ, and advection by the fluid flow and
swimming motion of the microorganisms. The term u · ∇φα accounts for the advection of microorganisms
by the fluid, while U ∂φα

∂xd
represents the directed swimming of microorganisms in the d–axis direction, with U

being the swimming speed. This equation states the conservation of microorganisms in the domain, aligning
with the principle that the average concentration of microorganisms, denoted by α, is preserved throughout
the fluid culture, according to the last equation in (1.1). Precise assumptions on the data and parameters
as well as the boundary conditions to be taken into consideration are presented in the next section.

Formal mathematical analyses of the model (1.1) have been conducted in references [2, 8, 23, 38]. In [38],
the authors focus on a scenario with constant viscosity, demonstrating the existence of solutions for the
stationary problem, the positivity of concentration, and deriving conditions necessary for the existence
of a global weak solution in the non-stationary case. Building upon this, [2] extends these findings by
determining convergence rates for the error associated with spectral Galerkin approximations. In contrast,
[8] approaches viscosity as a concentration–dependent variable, establishing the existence of both weak and
strong solutions. Finally, [23] explores the latter case under periodic conditions.

From a computational perspective, the system (1.1) gives rise to strongly coupled nonlinear dynamics and
may exhibit localized flow structures and sharp gradients in the microorganism concentration. These fea-
tures pose significant challenges for numerical simulation, since standard discretizations and uniform mesh
refinement may become inefficient or fail to accurately resolve the multiscale nature of bioconvective phe-
nomena. A variety of numerical techniques have been proposed for the simulation of bioconvection models,
including early finite-difference and spectral approaches focusing mainly on two-dimensional configurations
and constant viscosity assumptions [20, 32, 31, 33, 34, 35, 41, 46].

Finite element discretizations of (1.1) have been considered in [9, 15]. In particular, [9] establishes existence
and uniqueness of weak solutions and proposes standard finite element approximations, validated through
numerical experiments incorporating laboratory data. A fully mixed finite element formulation within a
Hilbert space setting is introduced in [15], where auxiliary variables such as the fluid strain tensor, vorticity
and a pseudo–concentration gradient are employed. By augmenting the weak formulation with Galerkin
penalization terms and reformulating the coupled system as a fixed–point problem, the authors prove well–
posedness and derive optimal a priori error estimates, supported by numerical results.

More recently, a growing body of work has developed mixed finite element methods for nonlinear problems
within a Banach space framework (see [4, 5, 13, 16, 17, 18, 19, 36], among others). A key advantage of
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this approach lies in the natural incorporation of variables into their intrinsic functional settings, achieved
through tailored testing strategies and integration by parts, thus avoiding the additional stabilization or
penalization mechanisms required in Hilbert space formulations such as [15]. Moreover, this framework
allows for the direct computation or postprocessing of physically relevant quantities. Complementarily,
residual-based a posteriori error estimation techniques for mixed methods in Banach spaces have been
investigated in [14, 10, 28], where reliability and efficiency are established. Nevertheless, adaptive mixed
finite element methods of this type have not yet been developed for the bioconvection model (1.1).

Inspired by the above discussion and related developments in mixed formulations for nonlinear problems
in Banach spaces [16, 19, 36, 28], we develop an adaptive fully mixed finite element method for the biocon-
vection model (1.1). The proposed approach is formulated entirely within a Banach space setting and is
complemented by a residual-based a posteriori error analysis, enabling adaptive mesh refinement strategies
for the efficient numerical simulation of bioconvective flows. The main contributions of this work can be
summarized as follows:

(a) The trace–free velocity gradient and the concentration gradient are introduced as primary unknowns,
which allows the computation of physically meaningful quantities such as vorticity, shear stress tensors
and microorganism fluxes through standard postprocessing of discrete solutions.

(b) By suitably defining associated function spaces, the pressure variable is eliminated from the primary
computation and can subsequently be recalculated through a straightforward postprocessing step.

(c) The intrinsic skew–symmetry of the convective forms is preserved at both continuous and discrete
levels, leading to simplified a priori estimates and well–posedness results without the need for additional
stabilization or symmetry–preserving modifications.

(d) Unlike [15, 16, 17], we reformulate both the continuous and discrete problems as a fixed-point problem
involving a single operator. In those references, the authors address the coupled problem by defining
an operator for each subproblem and composing them, which requires additional data restrictions and
conditions. In contrast, we first derive a priori estimates to determine the solution set, then use a single
operator to handle the entire coupled problem, thus avoiding the need for restrictive data conditions.

(e) The method supports high-order approximations and provides optimal-order a priori error estimates
for both the primary variables and those obtained via postprocessing.

Outline

This paper is structured as follows: The rest of this introductory section sets the stage by defining standard
notations, describing the functional spaces, and specifying the assumptions about the data and the boundary
conditions under study. Section 2 is dedicated to presenting the fully mixed formulation of our problem.
Following that, in Section 3 we present the Galerkin scheme associated with our formulation along with the
corresponding Cea’s estimate and proving optimal a priori error estimates. In Section 4, we carry out an a
posteriori error analysis for our fully-mixed method. Section 5 concludes the paper with numerical examples
that demonstrate the efficacy of the fully mixed method and verify the theoretical results.

Preliminary notations and definitions

Domain. Let Ω ⊂ Rd (d = 2, 3) be a bounded domain with polygonal/polyhedral boundary Γ := ∂Ω, and
n denote the outward unit normal vector.

Vector and Tensor Operators. The notations A, A, and A are used to represent scalar, vector, and tensor
field spaces, respectively. For vector fields v = (vi)1≤i≤d and w = (wi)1≤i≤d, their gradient, divergence, and

dyadic product are defined as ∇v := (∂xjvi)1≤i,j≤d, div v :=
∑d

i=1 ∂xivi, and v ⊗ w := (viwj)1≤i,j≤d,
respectively. For tensor fields τ = (τij)1≤i,j≤d and ζ = (ζij)1≤i,j≤d, div τ denotes the row-wise divergence,

and we define the transpose τ t := (τji)1≤i,j≤d, trace tr(τ ) :=
∑d

i=1 τii, tensor inner product τ : ζ :=∑d
i,j=1 τijζij , and deviatoric part τ d := τ − 1

dtr(τ )I, with I being the d× d identity tensor.
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Function Spaces. For any r ∈ [1,+∞) and s ≥ 0, we denote the conventional Sobolev space by Ws,r(Ω)
where both the functions and all their distributional derivatives up to order s are elements of the Lebesgue
space Lr(Ω). The norm and semi-norm in this space are denoted by ∥ · ∥s,r,Ω and | · |s,r,Ω, respectively. In
particular, when r = 2, we simply write Hs(Ω) := Ws,2(Ω), ∥ · ∥s,Ω := ∥ · ∥s,2,Ω and | · |s,Ω := | · |s,2,Ω. The
space of traces of functions in H1(Ω) is denoted by H1/2(Γ), while H−1/2(Γ) represents its dual space, with
duality pairing denoted as ⟨·, ·⟩, and H1

0(Ω) stands for the set of functions in H1(Ω) with trace zero on the
boundary Γ.

For functions with zero mean and involving first-order Sobolev spaces we set

Lr0(Ω) :=

{
q ∈ Lr(Ω) :

∫

Ω
q = 0

}
and H̃1(Ω) := H1(Ω) ∩ L4

0(Ω) , (1.2)

respectively. From the Friedrichs-Poincaré inequality, we recall the existence of a constant CFP > 0 ensuring
that

∥ψ∥1,Ω ≤ CFP|ψ|1,Ω, ∀ψ ∈ H1
0(Ω) or H̃

1(Ω) . (1.3)

Similarly, the Korn inequality is expressed as

∥e(w)∥20,Ω ≥ 1

2
|w|21,Ω, ∀w ∈ H1

0(Ω), (1.4)

with e(w) = 1
2(∇w + (∇w)t) denoting the symmetric gradient or strain tensor.

To handle trace-free tensors we consider the space

L2
tr(Ω) :=

{
r ∈ L2(Ω) : tr r = 0

}
. (1.5)

We will frequently utilize the following spaces

H := L2
tr(Ω)× L4(Ω) and H̃ := L2(Ω)× L4

0(Ω) , (1.6)

with the corresponding natural norms given by

∥v⃗∥2H = ∥(r,v)∥2H = ∥r∥20,Ω + ∥v∥20,4,Ω ∀ v⃗ ∈ H := L2
tr(Ω)× L4(Ω) , (1.7a)

and
∥ψ⃗∥2

H̃
= ∥(r̃, ψ)∥2

H̃
= ∥r̃∥20,Ω + ∥ψ∥20,4,Ω ∀ ψ⃗ ∈ H̃ := L2(Ω)× L4

0(Ω) . (1.7b)

For specific divergence and normal component conditions, we consider

HΓ(divr; Ω) :=

{
τ̃ ∈ H(divr; Ω) : τ̃ · n = 0 on Γ

}
, (1.8a)

H0(divr; Ω) :=

{
τ ∈ H(divr; Ω) :

∫

Ω
tr τ = 0

}
. (1.8b)

Here, the set H(divr; Ω) :=
{
τ̃ ∈ L2(Ω) : div τ̃ ∈ Lr(Ω)

}
(analogously for its tensorial version

H(divr; Ω)) is a Banach space equipped with the norm

∥τ̃∥2divr,Ω := ∥τ̃∥20,Ω + ∥div τ̃ ∥20,r,Ω , ∀ τ̃ ∈ H(divr; Ω) . (1.9)

Moreover, for r ∈ [6/5,+∞) the following integration-by-parts formula holds (see [11, Section 4.1] and [16,
Section 3.1])

⟨τ̃ · n, v⟩ =
∫

Ω
{τ̃ · ∇v + v div τ̃ } ∀ (τ̃ , v) ∈ H(divr; Ω)×H1(Ω). (1.10)

We further recall that the injections i : Lq(Ω) → Lr(Ω) (q > r) and ir : H
1(Ω) → Lr(Ω) are both continuous

and satisfy

∥ψ∥0,r,Ω ≤ |Ω|1/r−1/q∥ψ∥0,q,Ω and ∥ψ∥0,r,Ω ≤ ∥ir∥∥ψ∥1,Ω for

{
r ≥ 1 if d = 2 ,

r ∈ [1, 6] if d = 3.
(1.11)
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Data assumptions and boundary conditions. In the model (1.1), we assume that the source term f
belongs to L4/3(Ω) and that the parameters g, κ, U , γ and α are given positive constants. Furthermore,
µ( · ) is a concentration dependent function assumed to be a Lipschitz continuous and bounded from above
and below; that is, for some constants Lµ > 0 and µ1, µ2 > 0, there hold

|µ(s)− µ(t)| ≤ Lµ |s− t| , ∀ s, t ≥ 0, (1.12a)

µ1 ≤ µ(s) ≤ µ2, ∀s ≥ 0. (1.12b)

Additionally, the system (1.1) is supplemented with a non-slip boundary condition for the velocity and a
zero flux Robin-type condition for the micro-organisms on the boundary, that is

u = 0 on Γ and κ
∂φα
∂n

− ndUφα = 0 on Γ . (1.13)

The last condition given in (1.13) says that micro-organisms are not allowed to leave or enter the physical
domain; that is, the total mass of microorganisms remains constant and equals to α.

2 The fully-mixed formulation

In this section, we carry out the variational formulation of the problem of our interest (1.1) and (1.13). In
Section 2.1, we introduce auxiliary variables to set the original model into a first-order partial differential
system. Subsequently, Section 2.2 is dedicated to deriving a fully–mixed formulation within Banach spaces,
along with a discussion on the properties of the forms involved. Moving forward to Section 2.3, the focus
shifts to establishing the well-posedness of the problem. This involves exploiting the structure of the setting
and the properties of the forms to reformulate the weak formulation as a fixed–point problem.

2.1 The equivalent first-order system

The initial step prior to reformulating the model (1.1) in the context of first–order partial differential
equations involves a translation process employing the total mass condition. In fact, note that

1

|Ω|

∫

Ω
φα = α ⇐⇒

∫

Ω
(φα − α) = 0 ,

and thus, by considering the auxiliary concentration φ := φα − α, the system (1.1) and (1.13) reads

−2div (µ(φ+ α)e(u)) + (u · ∇)u+∇ p = f − g [1 + γ(φ+ α)] êd , divu = 0

−κ∆φ+ u · ∇φ+ U
∂φ

∂xd
= 0





in Ω (2.1)

and

u = 0 on Γ , κ
∂φ

∂n
− ndUφ = ndUα on Γ and

∫

Ω
φ = 0 . (2.2)

Next we incorporate some auxiliary variables. We start with the fluid equations by defining the velocity
gradient and the symmetric pseudo-stress tensors given by

t := ∇u in Ω , and σ := 2µ(φ+ α)tsym − 1

2
(u⊗ u)− (p+ cu)I in Ω , (2.3)

where tsym :=
1

2
{t+tt} is the symmetric part of t and satisfies tr tsym = 0 by the incompressibility condition

(second equation of (2.1)). In turn, the constant cu is defined as

cu := − 1

2d|Ω|

∫

Ω
tr(u⊗ u) . (2.4)
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Given this context, and since a unique pressure solution p for the system (2.1) is required to be in L2
0(Ω)

(see (1.2)). The definition of σ in (2.3), with cu as in (2.4), then translates the zero mean value condition
on p into the imposition on the trace of σ as

∫

Ω
trσ = 0 .

The second equation of (2.3) will be referred to as the constitutive law governing the behavior of the fluid.
To get the respective equilibrium relation, we take divergence there, and after using the first equation of
(2.1) we find that

−divσ +
1

2
tu = f − g[1 + γ(φ+ α)]êd in Ω ,

where we have utilized that div(u⊗u) = (u·∇)u when divu = 0. The latter also implies that tr t = tr tt = 0
and so tdsym = tsym. Thus, after taking deviatoric part to σ in (2.3), we find

σd = 2µ(φ+ α)tsym − 1

2
(u⊗ u)d in Ω ,

and then the pressure can be removed from the original system (2.1), but it is possible to retrieve it using
the post-processing formula

p = − 1

2d
tr( 2σ + u⊗ u )− cu in Ω , (2.5)

which is obtained after taking trace to σ in (2.3) and using the incompressibility condition once again.

As for the equation modeling the micro-organisms concentration, we introduce as new variables the concen-
tration gradient and the semi-advective flux given by

t̃ = ∇φ in Ω , and σ̃ = κ t̃− 1

2
φu− U(φ+ α)êd in Ω , (2.6)

and upon applying the divergence operator to σ̃ in (2.6) and using that u is divergence-free in Ω, the last
equation of the system (2.1) transforms into

−div σ̃ +
1

2
t̃ · u = 0 in Ω. (2.7)

Observe that the second equation of (2.6) and (2.7) represent the constitutive and equilibrium relationships
associated with the concentration equation, respectively. Also note from the boundary condition for u and
φ in (2.2) that σ̃ satisfies

σ̃ · n = 0 on Γ . (2.8)

As a result, by combining (2.3)-(2.8), we restate our model problem (1.1) as a first-order system of PDEs.
The task is to find the tuple ((t,u),σ, (t̃, φ), σ̃) within appropriately defined spaces (see Section 2.2 below),
satisfying

t = ∇u , σd = 2µ(φ+ α)tsym − 1

2
(u⊗ u)d , −divσ +

1

2
tu = f − g[1 + γ(φ+ α)]êd

t̃ = ∇φ , σ̃ = κ t̃− 1

2
φu− U(φ+ α)êd , −div σ̃ +

1

2
t̃ · u = 0





in Ω

(2.9a)
along with

u = 0 on Γ , σ̃ · n = 0 on Γ ,

∫

Ω
trσ = 0 and

∫

Ω
φ = 0. (2.9b)

2.2 The fully mixed formulation

Before carrying out any testing, we realize from the constitutive and equilibrium equations in (2.9a) that
the variables σ and σ̃ must be, at least, square-integrable with divergence in appropriate Lr–Lebesgue
spaces. Moreover, from the second and third equations of (2.9b), it is then clear that σ ∈ H0(divr; Ω)
(cf. (1.8b)) and σ̃ ∈ HΓ(divr; Ω) (cf. (1.8a)), for some r to be specified below. With this at hand, and
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considering the condition (2.9b) on u and φ, let us initially search for u ∈ H1
0(Ω) and φ ∈ H̃1(Ω). Thus, after

multiplying the opening equations in the first and second rows of (2.9a) by test functions τ ∈ H0(divr; Ω)
and τ̃ ∈ HΓ(divr; Ω), and using the integration-by-parts formula (1.10) and its tensorial version, with
r ∈ [6/5,+∞), we find that

∫

Ω
t : τ +

∫

Ω
u · div τ = 0 ∀ τ ∈ H0(divr; Ω) , (2.10a)

and ∫

Ω
t̃ · τ̃ +

∫

Ω
φ div τ̃ = 0 ∀ τ̃ ∈ HΓ(divr; Ω) , (2.10b)

respectively, where we have used the homogeneous Dirichlet boundary condition for u and the fact that
τ̃ · n = 0 on Γ. Also, note from the Cauchy-Schwarz inequality that the first terms of (2.10a) and (2.10b)
are well-defined for t ∈ L2

tr(Ω) (cf. (1.5) and since tr t = divu = 0) and for t̃ ∈ L2(Ω). Let us then consider
respective test functions r ∈ L2

tr(Ω) and r̃ ∈ L2(Ω), to weakly rewrite the constituve relations (intermediate
equations from both the first and second row of (2.9a)) as

∫

Ω
σ : r = 2

∫

Ω
µ(φ+ α)tsym : r − 1

2

∫

Ω
(u⊗ u) : r ∀ r ∈ L2

tr(Ω) , (2.11)

where we have used that

∫

Ω
σd : r =

∫

Ω
σ : r and

∫

Ω
(u⊗ u)d : r =

∫

Ω
(u⊗ u) : r due to tr r = 0, and

∫

Ω
σ̃ · r̃ = κ

∫

Ω
t̃ · r̃ − 1

2

∫

Ω
φu · r̃ − U

∫

Ω
φêd · r̃ − αU

∫

Ω
êd · r̃ ∀ r̃ ∈ L2(Ω) . (2.12)

From the Hölder inequality, note that for the second terms at the right-hand side of (2.11) and (2.12),
involving the convective terms, to be well-defined, it is suffices to consider u ∈ L4(Ω) and φ ∈ L4

0(Ω).
Therefore, we now take v ∈ L4(Ω) and ψ ∈ L4

0(Ω) to test the equilibrium relations (last expressions of
(2.9a)) yielding

−
∫

Ω
divσ · v +

1

2

∫

Ω
tu · v =

∫

Ω
{f − g[1 + γ(φ+ α)]êd} · v ∀v ∈ L4(Ω) , (2.13a)

and

−
∫

Ω
div σ̃ ψ +

1

2

∫

Ω
u · t̃ψ = 0 ∀ψ ∈ L4(Ω) . (2.13b)

Therefore, applying the Hölder inequality, the first terms of (2.13a) and (2.13b) are well-defined for r = 4/3,
aligning with the valid range for r specified in (1.10). Consequently, we end up finding σ ∈ H0(div4/3; Ω)
and σ̃ ∈ HΓ(div4/3; Ω).

Now, to simplify the notation, and according to (1.6), we set

u⃗ := (t,u) , v⃗ := (r,v) ∈ H , and φ⃗ := (t̃, φ) , ψ⃗ := (r̃, ψ) ∈ H̃

In this way, within this framework, from (2.11)+(2.13a), (2.10a), (2.12)+(2.13b) and (2.10b), we arrive
at the following fully-mixed variational formulation for the generalized bioconvective flows problem: Find
(u⃗,σ, φ⃗, σ̃) ∈ H×H0(div4/3; Ω)× H̃×HΓ(div4/3; Ω) such that

Aφ(u⃗, v⃗) + C (u; u⃗, v⃗)− B(v⃗,σ) = Fφ(v⃗)

B(u⃗, τ ) = 0

Ã (φ⃗, ψ⃗) + C̃ (u; φ⃗, ψ⃗)− B̃(ψ⃗, σ̃) = F̃ (ψ⃗)

B̃(φ⃗, τ̃ ) = 0,

(2.14)

for all (v⃗, τ , ψ⃗, τ̃ ) ∈ H × H0(div4/3; Ω) × H̃ ×HΓ(div4/3; Ω). Here, Aϕ, for a ϕ ∈ L4
0(Ω) given, and Ã are

the bilinear forms

Aϕ(u⃗, v⃗) = 2

∫

Ω
µ(ϕ+ α)tsym : r ∀ u⃗, v⃗ ∈ H , (2.15a)
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Ã (φ⃗, ψ⃗) = κ

∫

Ω
t̃ · r̃ − U

∫

Ω
φêd · r̃ ∀ φ⃗, ψ⃗ ∈ H̃ . (2.15b)

In turn, B and B̃ are the bilinear forms defined as

B(v⃗, τ ) =

∫

Ω
r : τ +

∫

Ω
v · div τ ∀ v⃗ ∈ H , ∀ τ ∈ H0(div4/3; Ω) , (2.16a)

B̃(ψ⃗, τ̃ ) =

∫

Ω
r̃ · τ̃ +

∫

Ω
ψ div τ̃ ∀ ψ⃗ ∈ H̃ , ∀ τ̃ ∈ HΓ(div4/3; Ω) . (2.16b)

In turn, the kernels V = ker(B) and Ṽ = ker(B̃) of the bilinear forms B and B̃, are given by

V :=
{
v⃗ ∈ L2

tr(Ω)× L4(Ω) : B(v⃗, τ ) = 0 ∀ τ ∈ H0(div4/3; Ω)
}
, (2.17a)

Ṽ :=
{
ψ⃗ ∈ L2(Ω)× L4

0(Ω) : B̃(ψ⃗, τ̃ ) = 0 ∀ τ̃ ∈ HΓ(div4/3; Ω)
}
. (2.17b)

On the other hand, for a given w ∈ L4(Ω), the forms C (w; ·, ·) and C̃ (w; ·, ·) associated to the convective
nonlinear terms, are defined as

C (w; u⃗, v⃗) =
1

2

[∫

Ω
tw · v −

∫

Ω
rw · u

]
∀ u⃗, v⃗ ∈ H , (2.18a)

C̃ (w; φ⃗, ψ⃗) =
1

2

[∫

Ω
(t̃ ·w)ψ −

∫

Ω
(r̃ ·w)φ

]
∀ φ⃗, ψ⃗ ∈ H̃ , (2.18b)

where we used that

∫

Ω
rw · u =

∫

Ω
r : (w ⊗ u) to rewrite the last term defining C , coming from (2.11).

Finally, Fϕ (for a given ϕ ∈ L4
0(Ω)) and F̃ are the linear functionals defined by

Fϕ(v⃗) =

∫

Ω
{f − g[1 + γ(ϕ+ α)]êd} · v ∀ v⃗ ∈ H , (2.19a)

F̃ (ψ⃗) = αU

∫

Ω
êd · r̃ ∀ ψ⃗ ∈ H̃ . (2.19b)

Moreover, from the application of the triangle, Hölder, and Cauchy-Schwarz inequalities, in conjunction
with the norm definitions for H and H̃ (cf. (1.7a) and (1.7b)), the functional Fϕ (for each ϕ ∈ L4

0(Ω)) and

F̃ are bounded. Specifically,

|Fϕ(v⃗)| ≤
{
∥f∥0,4/3,Ω + g(1 + γα)|Ω|4/3 + gγ|Ω|1/2∥ϕ∥0,4,Ω

}
∥v⃗∥H ∀ v⃗ ∈ H, (2.20a)

and
|F̃ (ψ⃗)| ≤ αU |Ω| 12 ∥ψ⃗∥

H̃
∀ ψ⃗ ∈ H̃. (2.20b)

Below, we summarize the properties of the forms involved with the model (2.14). We begin with the following
result regarding the bilinear forms B and B̃.

Lemma 2.1 The forms B : H × H0(div4/3; Ω) → R and B̃ : H̃ × HΓ(div4/3; Ω) → R defined in (2.16a)
and (2.16b), possess the following properties

(a) Continuity: B and B̃ are bounded, that is

|B(v⃗, τ )| ≤ ∥v⃗∥H ∥τ∥div4/3,Ω ∀ v⃗ ∈ H , ∀ τ ∈ H0(div4/3; Ω) ,

|B̃(ψ⃗, τ̃ )| ≤ ∥ψ⃗∥
H̃
∥τ̃∥div4/3,Ω ∀ ψ⃗ ∈ H̃ , ∀ τ̃ ∈ HΓ(div4/3; Ω) .
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(b) Inf–sup conditions: There exist positive constants β and β̃ such that

sup
v⃗ ∈H
v⃗ ̸=0⃗

B(v⃗, τ )

∥v⃗∥H
≥ β ∥τ∥div4/3,Ω ∀ τ ∈ H0(div4/3; Ω) , (2.21a)

sup
ψ⃗ ∈ H̃

ψ⃗ ̸=0⃗

B̃(ψ⃗, τ̃ )

∥ψ⃗∥
H̃

≥ β̃ ∥τ̃∥div4/3,Ω ∀ τ̃ ∈ HΓ(div4/3; Ω) . (2.21b)

(c) The kernels V and Ṽ of the forms B and B̃ (cf. (2.17a) and (2.17b), respectively) are characterized
by the relations

v⃗ = (r,v) ∈ V ⊂ L2
tr(Ω)× L4(Ω) ⇐⇒ v ∈ H1

0(Ω) and r = ∇v , (2.22a)

ψ⃗ = (r̃, ψ) ∈ Ṽ ⊂ L2(Ω)× L4
0(Ω) ⇐⇒ ψ ∈ H̃1(Ω) and r̃ = ∇ψ . (2.22b)

Proof. The continuity of the bilinear forms B and B̃ is verified by applying the triangle, Hölder, and Cauchy-
Schwarz inequalities, together with the norm definitions in spaces H, H̃, H(div4/3; Ω), and H(div4/3; Ω)
(see (1.7a), (1.7b), and (1.9)). The inf-sup conditions, (2.21a) and (2.21b), along with the kernel properties,
(2.22a) and (2.22b), have been thoroughly proven in [36] and [16], albeit with slight variations in the specified
spaces concerning the bilinear form B̃.

Given that HΓ(div4/3,Ω) ⊂ H(div4/3,Ω), the inf-sup condition (2.21b) is naturally satisfied due to the

subspace relationship. Concerning the kernel equivalence (2.22b), the condition that ψ⃗ = (r̃, ψ) ∈ Ṽ ⊂
L2(Ω)× L4

0(Ω) holds if and only if the following identity is satisfied for all τ̃ ∈ HΓ(div4/3; Ω):

B̃(ψ⃗, τ̃ ) =

∫

Ω
r̃ · τ̃ +

∫

Ω
ψ div τ̃ = 0. (2.23)

Choosing τ̃ ∈ C∞
0 (Ω) ⊂ HΓ(div4/3; Ω) in (2.23) implies that the term

∫
Ω ψ div τ̃ corresponds to the action

of the vectorial distribution −∇ψ on the test function τ̃ . Consequently, (2.23) says that ∇ψ = r ∈ L2(Ω),
leading to ψ ∈ H̃1(Ω) = H1(Ω) ∩ L4

0(Ω) (see (1.2)). Unlike the approach in [16], the validity of (2.23)
exclusively in HΓ(div4/3; Ω) does not allow any conclusions about ψ on Γ. □

Next, we establish the following result concerning the bilinear forms Aϕ and Ã .

Lemma 2.2 The bilinear forms Aϕ : H×H → R (for a given ϕ ∈ L4
0(Ω)) and Ã : H̃× H̃ → R, as defined

in (2.15a) and (2.15b) respectively, have the following properties:

(a) Continuity: Both Aϕ and Ã are continuous, satisfying

|Aϕ(u⃗, v⃗)| ≤ ∥A ∥ ∥u⃗∥H ∥v⃗∥H ∀ u⃗, v⃗ ∈ H,

|Ã (φ⃗, ψ⃗)| ≤ ∥Ã ∥ ∥φ⃗∥
H̃
∥ψ⃗∥

H̃
∀ φ⃗, ψ⃗ ∈ H̃,

where ∥A ∥ := 2µ2, with µ2 from (1.12b), and ∥Ã ∥ :=
√
2max{κ,U |Ω|1/4}.

(b) Coercivity of Aϕ: The form Aϕ is coercive on the kernel V of the bilinear form B (cf. (2.17a)), for
any ϕ ∈ L4

0(Ω). There exists a positive constant αA := 1
2µ1min{1, C−2

FP∥i4∥−2}, ensuring

Aϕ(v⃗, v⃗) ≥ αA ∥v⃗∥2H ∀ v⃗ ∈ V, (2.24)

with µ1, CFP, and ∥i4∥ from (1.12b), (1.3), and (1.11), respectively.

(c) Coercivity of Ã : Assuming the diffusive constant κ and the mean velocity constant U satisfy

U

κ
|Ω|1/4 < min{1, C−2

FP∥i4∥−2}, (2.25)

9



the form Ã is coercive on the kernel Ṽ of B̃ (cf. (2.17b)). Specifically, there exists a positive constant

α
Ã

:= κ
2

(
min{1, C−2

FP∥i4∥−2} − U |Ω|1/4
κ

)
such that

Ã (ψ⃗, ψ⃗) ≥ α
Ã
∥ψ⃗∥2

H̃
∀ ψ⃗ ∈ Ṽ , (2.26)

with CFP and ∥i4∥ from (1.3), and (1.11), respectively.

Proof. The continuity of the forms A and Ã can be established through the application of the Hölder
inequality, combined with the boundedness of µ (cf. (1.12b)), and the Cauchy-Schwarz inequality. Ad-
ditionally, the definitions of norms on the spaces H and H̃, as specified in (1.7a) and (1.7b) respectively,
are employed. The V–coercivity of A is shown in [16, Lemma 3.2] by using the characterization of V
stated in part (c) of Lemma (2.1), the lower bound on µ (refer to (1.12b)), the Korn inequality (see (1.4)),
and the embedding provided by the continuous injection i4 : H1(Ω) → L4(Ω) (see (1.11)) along with the
Friedrichs-Poincaré inequality (cf. (1.3)).

We now proceed to show the coercivity of Ã over the kernel Ṽ in a similar way. Given ψ⃗ = (r̃, ψ) ∈ Ṽ, in
light of (2.22b) we have that r̃ = ∇ψ and ψ ∈ H̃1(Ω). Using this characterization, in combination with the
Hölder, Young and Friedrichs-Poincaré inequalities, the continuous injection i4 : H1(Ω) → L4(Ω) and the
norm definition on H̃, we obtain

Ã (ψ⃗, ψ⃗) = κ

∫

Ω
r̃ · r̃ − U

∫

Ω
ψêd · r̃ ≥ κ∥r̃∥20,Ω − U∥ψ∥0,4,Ω∥ê4∥0,4,Ω∥r̃∥0,Ω

≥ κ

2

{
∥r̃∥20,Ω + ∥r̃∥20,Ω

}
− U

2
|Ω|1/4

{
∥ψ∥20,4,Ω + ∥r̃∥20,Ω

}

=
κ

2
|ψ|21,Ω +

κ

2
∥r̃∥20,Ω − U

2
|Ω|1/4∥ψ⃗∥2

H̃

≥ κ

2
C−2
FP∥i4∥−2 ∥ψ∥20,4,Ω +

κ

2
∥r̃∥20,Ω − U

2
|Ω|1/4∥ψ⃗∥2

H̃

≥ κ

2
min

{
1, C−2

FP∥i4∥−2
}
∥ψ⃗∥2

H̃
− U

2
|Ω|1/4∥ψ⃗∥2

H̃
≥ α

Ã
∥ψ⃗∥2

H̃
.

As a result, the hypothesis (2.25) guarantees that α
Ã

:= κ
2

(
min{1, C−2

FP∥i4∥−2} − U |Ω|1/4
κ

)
> 0 and so the

Ṽ–coercivity of Ã follows with constant α
Ã
. □

Remark 2.1 It is noteworthy that, similar to the analyses presented in previous works [8, 9, 15, 38], a
comparable constraint to (2.25) is considered for ensuring the well–posedness of their respective models. In

our case, this condition is required for the coercivity of the bilinear form Ã , corresponding to the concentra-
tion equation. In all the cases, the restriction necessitates a sufficiently high diffusion rate κ, while requiring
both the average upward swimming velocity U and the physical domain Ω to remain comparatively low.

Regarding the forms related to the convective terms, we have the following result.

Lemma 2.3 For each w ∈ L4(Ω), the bilinear forms C (w : ·, ·) : H×H → R and C̃ (w; ·, ·) : H̃× H̃ → R
(cf. (2.18a) and (2.18b), respectively), satisfy the following properties:

(a) Continuity: Both C and C̃ are bounded. Moreover,

|C (w; u⃗, v⃗)| ≤ 1

2
∥w∥0,4,Ω ∥u⃗∥H ∥v⃗∥H ∀ u⃗, v⃗ ∈ H

|C̃ (w; φ⃗, ψ⃗)| ≤ 1

2
∥w∥0,4,Ω ∥φ⃗∥

H̃
∥ψ⃗∥

H̃
∀ φ⃗, ψ⃗ ∈ H̃ .

(b) Skew-symmetry: the bilinear forms satisfy skew-symmetry properties

C (w; u⃗, v⃗) = −C (w; v⃗, u⃗) ∀ u⃗, v⃗ ∈ H

C̃ (w; φ⃗, ψ⃗) = −C̃ (w; ψ⃗, φ⃗) ∀ φ⃗, ψ⃗ ∈ H̃ .

In particular,
C (w; v⃗, v⃗) = 0 ∀ v⃗ ∈ H and C̃ (w; ψ⃗, ψ⃗) = 0 ∀ ψ⃗ ∈ H̃ . (2.27)
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(c) Boundedness properties: In addition,
∣∣C (w1; u⃗, v⃗) − C (w2; u⃗, v⃗)

∣∣ ≤ ∥w1 −w2∥0,4,Ω ∥u⃗∥H ∥v⃗∥H ∀w1,w2,∈ L4(Ω) , ∀ u⃗, v⃗ ∈ H ,

∣∣C̃ (w1; φ⃗, ψ⃗) − C̃ (w2; φ⃗, ψ⃗)
∣∣ ≤ ∥w1 −w2∥0,4,Ω ∥φ⃗∥

H̃
∥ψ⃗∥

H̃
∀w1,w2,∈ L4(Ω) , ∀ u⃗, v⃗ ∈ H̃ .

Proof. The continuity of the bilinear forms C (w; ·, ·) and C̃ (w; ·, ·) (for each w ∈ L4(Ω)) is ensured by the
application of the Hölder and Cauchy-Schwarz inequalities. The skew-symmetric nature of both C and C̃
is inherent to their definitions. Detailed demonstrations of the estimates presented in part (c) are found in
[16, Lemma 3.4]. □

Remark 2.2 Similar to the works found in [19, 36], our fully mixed formulation (2.14) adopts a Navier-
Stokes–type structure. Moreover, the skew–symmetry inherent in the forms C and C̃ , related to the convective
terms, simplifies the mathematical analysis considerably. As will be detailed in Section 2.3, this skew–
symmetry, combined with the inf–sup condition met by B and B̃, facilitates transforming the problem into
one suitable for a fixed–point approach. This strategy proves crucial for deriving a priori estimates, which
are essential for establishing existence and uniqueness.

2.3 Well-posedness of the continuous problem

Note that the eventual solutions u⃗ and φ⃗ to problem (2.14) belong to the kernels V and Ṽ of the forms B
and B̃ (cf. (2.17a) and (2.17b), respectively). From the inf-sup conditions established in Lemma 2.1, it can
be inferred that the problem (2.14) is equivalent to the kernel–constrained variant. The modified problem
seeks (u⃗, φ⃗) ∈ V × Ṽ that satisfies

Aφ(u⃗, v⃗) + C (u; u⃗, v⃗) = Fφ(v⃗) ,

Ã (φ⃗, ψ⃗) + C̃ (u; φ⃗, ψ⃗) = F̃ (ψ⃗) ,
(2.28)

for all (v⃗, ψ⃗) ∈ V × Ṽ. This formulation enables us to derive the upcoming result.

Lemma 2.4 Assuming condition (2.25) holds, any solution (u⃗, φ⃗) to problem (2.28) satisfies the a priori
estimates

∥u⃗∥H ≤ C1(µ, γ,f , g, α, κ, U,Ω) and ∥φ⃗∥
H̃

≤ C2(α, κ, U,Ω) ,

where

C1(µ, γ,f , g, α, κ, U,Ω) := α−1
A

{
∥f∥0,4/3,Ω + g(1 + γα)|Ω|4/3 + gγ|Ω|1/2C2(α, κ, U,Ω)

}
(2.29a)

and
C2(α, κ, U,Ω) := α−1

Ã
αU |Ω| 12 . (2.29b)

Proof. Let (u⃗, φ⃗) be a solution of problem (2.28). By taking v⃗ = u⃗ and ψ⃗ = φ⃗ in (2.28) and applying the
skew–symmetry property of C y C̃ (refers to (2.27) in Lemma 2.3), we obtain

Aφ(u⃗, u⃗) = Fφ(u⃗) and Ã (φ⃗, φ⃗) = F̃ (φ⃗) . (2.30)

Using the Ṽ–coercivity of Ã and the continuity of F̃ (as shown in (2.26) and (2.20b), respectively), we
derive

α
Ã
∥φ⃗∥2

H̃
≤ Ã (φ⃗, φ⃗) ≤ |F̃ (φ⃗)| ≤ αU |Ω| 12 ∥φ⃗∥

H̃
.

leading to the estimate

∥φ⃗∥
H̃

≤ α−1

Ã
αU |Ω| 12 := C2(α, κ, U,Ω) , (2.31)

where de dependence of C2(·) on κ is implicit in the coercivity constant α
Ã

(cf. Lemma 2.2, part (c)).
Regarding u⃗, from the first equation of (2.30), we apply the coercivity of A on V and the continuity of Fϕ

(cf. (2.24) and (2.20a), respectively), with φ instead of ϕ, to get

αA ∥u⃗∥2H ≤ |Fφ(u⃗)| ≤
{
∥f∥0,4/3,Ω + g(1 + γα)|Ω|4/3 + gγ|Ω|1/2∥φ∥0,4,Ω

}
∥u⃗∥H .
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Which simplifies to

∥u⃗∥H ≤ α−1
A

{
∥f∥0,4/3,Ω + g(1 + γα)|Ω|4/3 + gγ|Ω|1/2C2(α,U, κ,Ω)

}
:= C1(µ, γ,f , g, α, U, κ,Ω)

after using that ∥φ∥0,4,Ω ≤ ∥φ⃗∥
H̃
, (cf. (1.7b)), and the a priori bound (2.31) already obtained for φ⃗. Note

that the dependence of the constant C1(·) on the viscosity stems from the µ−dependence of αA as detailed
in part (a) of Lemma 2.2. □

Having established that solutions to the problem (2.28) adhere to specific a priori estimates, our next
objective is to prove the existence of solutions. This is achived by translating the kernel–reduced problem
(2.28) into a fixed–point framework, for which we employ Schauder’s Fixed–Point Theorem [21, Thm. 9.12-
1(b)], stated as follows.

Theorem 2.5 Let B be a closed convex subset of a Banach space X and let L : B → B be a continuous
operator such that L (B) is compact. Then, L has at least one fixed point.

In preparation to apply Theorem 2.5, we define a suitable subset B and an operator L . This operator
L will reformulate the solution to the kernel-reduced problem (2.28) as a fixed point of this operator. In
turn, thanks to Lemma (2.4), we specify the closed convex subset B of V× Ṽ by

B =
{
(w⃗, ϕ⃗) ∈ V× Ṽ / ∥w⃗∥H ≤ C1(µ, γ,f , g, α, κ, U,Ω) and ∥ϕ⃗∥

H̃
≤ C2(α, κ, U,Ω)

}
, (2.32)

where C1(µ, γ,f , g, α, κ, U,Ω) and C2(α, κ, U,Ω) defined in (2.29a) and (2.29b), respectively, come from the
a priori estimates.

On the other hand, for each pair (w⃗, ϕ⃗) ∈ V × Ṽ, we first address the uncoupled and linearized variant of
the problem (2.28): find (u⃗, φ⃗) ∈ V × Ṽ, such that

Aϕ(u⃗, v⃗) + C (w; u⃗, v⃗) = Fϕ(v⃗) ,

Ã (φ⃗, ψ⃗) + C̃ (w; φ⃗, ψ⃗) = F̃ (ψ⃗) ,
(2.33)

for all pairs (v⃗, ψ⃗) ∈ V× Ṽ. Subsequently, we introduce the operator L : V× Ṽ → V× Ṽ as the solution
mapping for (2.33), namely

L (w⃗, ϕ⃗) = (u⃗, φ⃗) for a given (w⃗, ϕ⃗) ∈ V × Ṽ (2.34)

where (u⃗, φ⃗) is not but the solution of the uncoupled and linearized kernel–reduced problem (2.33). It then
becomes clear that

(u⃗, φ⃗) is a solution of (2.33) ⇐⇒ L (u⃗, φ⃗) = (u⃗, φ⃗) . (2.35)

The ensuing result confirms the well–definedness of the operator L and its property of mapping B onto
itself.

Lemma 2.6 Under the assumption specified in (2.25), consider B to be the ball given in (2.32). The
operator L : B ⊆ V× Ṽ → V× Ṽ, as detailed through (2.33)–(2.34), is well-defined. Furthermore, it holds
that L (B) ⊆ B.

Proof. Given a pair (w⃗, ϕ⃗) within the ball B ⊂ V× Ṽ, the linear and uncoupled nature of the equations in
(2.33) permits a separate analysis. On the one hand, we focus on the problem of finding u⃗ ∈ V such that

Aϕ(u⃗, v⃗) + C (w; u⃗, v⃗) = Fϕ(v⃗) ∀ v⃗ ∈ V . (2.36)

Drawing on the continuity of Aϕ and C , as established in part (a) of Lemma 2.2 and Lemma 2.3, respectively,
and the relation ∥w∥0,4,Ω ≤ ∥w⃗∥H (see (1.7a)), combined with the definition (2.32) of B, we arrive at

∣∣∣Aϕ(u⃗, v⃗) + C (w; u⃗, v⃗)
∣∣∣ ≤

{
2µ2 +

1

2
∥w∥0,4,Ω

}
∥u⃗∥H ∥v⃗∥H

≤
{
2µ2 +

1

2
C1(µ, γ,f , g, α, κ, U,Ω)

}
∥u⃗∥H∥ v⃗∥H ∀ u⃗, v⃗ ∈ V ,
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confirming that the bilinear form Aϕ(·, ·)+C (w; ·, ·) is bounded. Moreover, considering the skew–symmetry
of C and the coercivity of A , as indicated in (2.27) and (2.24), respectively, we have

Aϕ(v⃗, v⃗) + C (w; v⃗, v⃗) = Aϕ(v⃗, v⃗) ≥ αA ∥v⃗∥2H ∀ v⃗ ∈ V .

The latter says that the form Aϕ(·, ·) + C (w; ·, ·) is V– coercive with constant αA . In turn, in accordance

with (2.20a), the fact that ∥ϕ∥0,4,Ω ≤ ∥ϕ⃗∥
H̃

and ϕ⃗ satisfies (2.32), it follows that

∣∣∣Fϕ(v⃗)
∣∣∣ ≤

{
∥f∥0,4/3,Ω + g(1 + γα)|Ω|4/3 + gγ|Ω|1/2C2(α, κ, U,Ω)

}
∥v⃗∥H ∀ v⃗ ∈ V .

Then, from the Banach–Nečas–Babuška Theorem (see e.g. [27, Theorem 1.1], [26, Lemma 2.8]), there exists
a unique solution u⃗ ∈ V to (2.36) satisfying

∥u⃗∥H ≤ α−1
A

{
∥f∥0,4/3,Ω + g(1 + γα)|Ω|4/3 + gγ|Ω|1/2C2(α, κ, U,Ω)

}
. (2.37)

For the concentration equation, the approach is similar to that of the fluid equation. We use the continuity
of the forms Ã and C̃ , taking into account that w lies within B to get

∣∣∣Ã (φ⃗, ψ⃗) + C̃ (w; φ⃗, ψ⃗)
∣∣∣ ≤

{√
2max

{
κ, U |Ω| 14

}
+

1

2
C1(µ, γ,f , g, α, κ, U,Ω)

}
∥φ⃗∥

H̃
∥ψ⃗∥

H̃
∀ φ⃗, ψ⃗ ∈ Ṽ .

Utilizing the skew–symmetry of C̃ as outlined in (2.27), together with the coercivity of Ã on the kernel Ṽ,
as detailed in part (c) of Lemma 2.2 (which requires condition (2.25)), we find that

Ã (ψ⃗, ψ⃗) + C̃ (w; ψ⃗, ψ⃗) = Ã (ψ⃗, ψ⃗) ≥ α
Ã
∥ψ⃗∥2

H̃
∀ ψ⃗ ∈ Ṽ .

In this way, Ã (·, ·)+ C̃ (w; ·, ·) is continuous on Ṽ×Ṽ and Ṽ–coercive. Furthermore, the linear functional is
bounded with ∥F∥

H̃′ ≤ αU |Ω|1/2, according to (2.19b). As a result, applying the Banach–Nečas–Babuška

Theorem again, we conclude that there exists a unique φ⃗ ∈ Ṽ, such that

Ã (φ⃗, ψ⃗) + C̃ (w; φ⃗, ψ⃗) = F̃ (ψ⃗) ∀ ψ⃗ ∈ Ṽ ,

satisfying the continuous dependence estimate

∥φ⃗∥
H̃

≤ α−1

Ã
αU |Ω|1/2 . (2.38)

Thus, we deduce that for any given (w⃗, ϕ⃗) ∈ V × Ṽ, there exists a unique corresponding (u⃗, φ⃗) ∈ V × Ṽ,
such that L (w⃗, ϕ⃗) = (u⃗, φ⃗) . Moreover, by the definition of C1(·) and C2(·) in (2.29a) and (2.29b), along
with the estimates provided by (2.37) and (2.38) and the characterization of the ball B in (2.32), we can
readly infer that (u⃗, φ⃗) resides in B. This establishes that L (B) is a subset of B. □

To further our analysis, and in accordance with previous works [15, 16], we introduce an additional
regularity hypothesis. This hypothesis is essential for managing non-linear terms associated with the con-
centration dependence of the viscosity in the bilinear form Aϕ (see estimation (2.46) below). The assumption
is presented as follows.

Regularity Hipothesis. Given (w⃗, ϕ⃗) ∈ B, we assume that L1(w⃗, ϕ⃗) = u⃗ = (t,u), satisfies that u ∈
Wε,4(Ω) and t ∈ L2

tr(Ω)∩Hε(Ω), with ε ∈ [1/2, 1) (resp. ε ∈ [3/4, 1)) when d = 2 (resp. d = 3). We further
assume the existence of a constant Cε > 0, independent of the given pair (w, ϕ), such that

∥u∥ϵ,4,Ω + ∥t∥ϵ,Ω ≤ Cϵ

{
∥f∥0,4/3,Ω + g(1 + γα)|Ω|4/3 + gγ|Ω|1/2∥ϕ∥0,4,Ω

}
:= C1,ϵ . (2.39)

We examine the Lipschitz continuity of the operator L , which is cornerstone for our analysis.

Lemma 2.7 Under the assumption specified in (2.25) and (2.39), L exhibits Lipschitz continuity. Specifi-
cally, there exists a constant CLIP > 0 (refer to (2.50), below) ensuring that

∥L (w⃗, ϕ⃗)− L (w⃗0, ϕ⃗0)∥H×H̃
≤ CLIP∥(w⃗, ϕ⃗)− (w⃗0, ϕ⃗0)∥H×H̃

∀ (w⃗, ϕ⃗), (w⃗0, ϕ⃗0) ∈ B ⊂ V × Ṽ , (2.40)

where CLIP is dependent on data but remains independent of the pairs (w⃗, ϕ⃗) and (w⃗0, ϕ⃗0).
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Proof. Given (w⃗, ϕ⃗) and (w⃗0, ϕ⃗0) arbitrary pairs in the ball B ⊂ V × Ṽ, from Lemma 2.6, there exist
corresponding pairs (u⃗, φ⃗) = L (w⃗, ϕ⃗) and (u⃗0, φ⃗0) = L (w⃗0, ϕ⃗0) in B ⊂ V × Ṽ, satisfying

∥u⃗∥H , ∥u⃗0∥H ≤ C1(µ, γ,f , g, α, κ, U,Ω) and ∥φ⃗∥
H̃
, ∥φ⃗0∥H̃ ≤ C2(α, κ, U,Ω) . (2.41)

Moreover, according to the definition of the operator L (see (2.33)-(2.34)), there holds

Aϕ(u⃗, v⃗) + C (w; u⃗, v⃗) = Fϕ(v⃗) ∀ v⃗ ∈ V , (2.42a)

Ã (φ⃗, ψ⃗) + C̃ (w; φ⃗, ψ⃗) = F̃ (ψ⃗) ∀ ψ⃗ ∈ Ṽ , (2.42b)

and

Aϕ0(u⃗0, v⃗) + C (w0; u⃗0, v⃗) = Fϕ0(v⃗) ∀ v⃗ ∈ V , (2.42c)

Ã (φ⃗0, ψ⃗) + C̃ (w0; φ⃗0, ψ⃗) = F̃ (ψ⃗) ∀ ψ⃗ ∈ Ṽ . (2.42d)

Since u⃗− u⃗0 ∈ V, after applying the V–coercivity of Aϕ (cf. Lemma 2.2, part (b)) and the linearity in the
first component we get

αA ∥u⃗− u⃗0∥2H ≤ Aϕ(u⃗− u⃗0, u⃗− u⃗0) = Aϕ(u⃗, u⃗− u⃗0)− Aϕ(u⃗0, u⃗− u⃗0)

= Fϕ(u⃗− u⃗0)− C (w; u⃗, u⃗− u⃗0)− Aϕ(u⃗0, u⃗− u⃗0) ,

where we have utilized the equation (2.42a) with v⃗ = u⃗− u⃗0. Next, by strategically adding and subtracting
Aϕ0(u⃗0, u⃗ − u⃗0) on the right–hand side of the preceding inequality, and then using equation (2.42c) with
u⃗− u⃗0 instead of v⃗, and carefully grouping the terms, we deduce that

αA ∥u⃗− u⃗0∥2H ≤
{

Fϕ(u⃗− u⃗0)− Fϕ0(u⃗− u⃗0)
}

+
{

C (w0; u⃗0, u⃗− u⃗0)− C (w; u⃗, u⃗− u⃗0)
}

+
{

Aϕ0(u⃗0, u⃗− u⃗0)− Aϕ(u⃗0, u⃗− u⃗0)
}

=: E1 + E2 + E3 .

(2.43)

Next, we bound each of the expressions Ei, (i = 1, 2, 3). To estimate E1, the definition of Fϕ (refer to
(2.19a)) and a straightforward application of the Hölder inequality yield

E1 =

∫

Ω
gγ(ϕ− ϕ0)êd · u− u0 ≤ gγ|Ω|1/2∥ϕ− ϕ0∥0,4,Ω∥u⃗− u⃗0∥H . (2.44)

Concerning the expresion E2, we conveniently add and subtract the form C (w0; u⃗, u⃗ − u⃗0). Using the
linearity, the skew–symmetry property and the continuity of C (cf. (2.27) and part (a) of Lemma 2.3,
respectively), we ascertain that

E2 = C (w0 −w; u⃗, u⃗− u⃗0) ≤
1

2
∥u⃗∥H ∥w −w0∥0,4,Ω ∥u⃗− u⃗0∥H . (2.45)

Regarding E3, after using the definitions of Aϕ (cf. (2.15a)), the Lipschitz-continuity property assumed for
µ (cf.(1.12a)) and the Hölder inequality

E3 = 2

∫

Ω

{
µ(ϕ0 + α)− µ(ϕ+ α)

}
t0,sym : t− t0

≤ 2Lµ

∫

Ω
|ϕ− ϕ0| t0,sym : t− t0

≤ 2Lµ∥ϕ− ϕ0∥0,2q,Ω∥t0∥0,2p,Ω∥t− t0∥0,Ω .

(2.46)

Here, p, q ∈ [1,+∞) must satisfy 1
2p + 1

2q = 1
2 . To fulfill this condition, we can select 2p = ε∗, where

ε∗ = 2
1−ϵ for d = 2, and ε∗ = 6

3−2ε for d = 3. This choice ensures the validity of the continuous embedding

iε : Hε(Ω) → Lε∗(Ω) (cf. [1, Theorem 4.12], [26, Corollary B.43], [45, Theorem 1.3.4]). Consequently,
with t0 ∈ L2p(Ω), we have ∥t0∥0,2p,Ω ≤ ∥iε∥∥t0∥ε,Ω. This also implies that 2q = d

ε , and thus the Lebesgue
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embedding i : L4(Ω) → Ld/ε(Ω) is applicable (cf. (1.11)), given the epsilon ranges specified in the regularity
hypothesis (2.39). As a result,

E3 ≤ 2Lµ∥ϕ− ϕ0∥0, d
ε
,Ω∥t0∥0,ε∗,Ω∥t− t0∥0,Ω ≤ 2Lµ∥iε∥|Ω|

ε
d
− 1

2 ∥ϕ− ϕ0∥0,4,Ω∥t0∥ε,Ω∥t− t0∥0,Ω . (2.47)

Replacing back (2.44), (2.45) and (2.47) in (2.43) we get

αA ∥u⃗− u⃗0∥2H ≤
{
gγ|Ω| 12 ∥ϕ− ϕ0∥0,4,Ω +

1

2
∥u⃗∥H ∥w −w0∥0,4,Ω

}
∥u⃗− u⃗0∥H

+2Lµ∥iε∥|Ω|
ε
d
− 1

2 ∥ϕ− ϕ0∥0,4,Ω∥t0∥ε,Ω∥t− t0∥0,Ω .

Finally, using that ∥t− t0∥0,Ω ≤ ∥u⃗− u⃗0∥H and simplifying terms,

∥u⃗− u⃗0∥H ≤ 1

αA

{
gγ|Ω| 12 ∥ϕ− ϕ0∥0,4,Ω +

1

2
∥u⃗∥H ∥w −w0∥0,4,Ω

+2Lµ∥iε∥|Ω|
ε
d
− 1

2 ∥ϕ− ϕ0∥0,4,Ω∥t0∥ε,Ω
}
.

(2.48)

Our next step is to estimate the difference φ⃗− φ⃗0. In this case, we simply use the Ṽ–ellipticity of the form
Ã (see (2.26)) and setting ψ⃗ = φ⃗ − φ⃗0 ∈ Ṽ, along with employing the linearity property and applying
(2.42b) and (2.42d), with φ⃗− φ⃗0 in place of ψ⃗, we derive

α
Ã
∥φ⃗− φ⃗0∥2H̃ ≤ Ã (φ⃗− φ⃗0, φ⃗− φ⃗0) = Ã (φ⃗, φ⃗− φ⃗0)− Ã (φ⃗0, φ⃗− φ⃗0)

= F̃ (φ⃗− φ⃗0)− C̃ (w; φ⃗, φ⃗− φ⃗0) + C̃ (w0; φ⃗0, φ⃗− φ⃗0)− F̃ (φ⃗− φ⃗0)

= C̃ (w0; φ⃗0, φ⃗− φ⃗0)− C̃ (w; φ⃗, φ⃗− φ⃗0)

= C̃ (w0 −w; φ⃗, φ⃗− φ⃗0) ,

where the last line results from adding and subtracting C̃ (w0; φ⃗, φ⃗− φ⃗0) in the previous step and utilizing
the skew-symmetric property of C̃ (cf. (2.27)). Then, from the continuity of C̃ (cf. Lemma (2.3), part (a))
and simplifying we get

∥φ⃗− φ⃗0∥H̃ ≤ 1

2α
Ã

∥w −w0∥0,4,Ω∥φ⃗∥H̃ . (2.49)

Next, combining (2.48) and (2.49), and the fact that ∥ϕ − ϕ0∥0,4,Ω, ∥w −w0∥0,4,Ω ≤ ∥(w⃗ − w⃗0, ϕ⃗ − ϕ⃗0)∥H̃,
we deduce that

∥L (w⃗, ϕ⃗)− L (w⃗0, ϕ⃗0)∥H×H̃
= ∥(u⃗− u⃗0, φ⃗− φ⃗0)∥H×H̃

= ∥u⃗− u⃗0∥H + ∥φ⃗− φ⃗0∥H̃

≤
{

1

αA

[
gγ|Ω| 12 +

1

2
∥u⃗∥H + 2Lµ∥iε∥|Ω|

ε
d
− 1

2 ∥t0∥ε,Ω
]
+

1

2α
Ã

∥φ⃗∥
H̃

}
∥(w⃗, ϕ⃗)− (w⃗0, ϕ⃗0)∥H×H̃

.

Drawing upon the additional regularity hypothesis (2.39), we are able to bound the term ∥t0∥ε,Ω. In turn, by
applying the estimates (2.41) to bound u⃗ and φ⃗ in the preceding expression, we conclude that the operator
L fulfills the Lipschitz condition (2.40), with the constant

CLIP :=
1

αA

{
gγ|Ω| 12 +

1

2
C1(µ, γ,f , g, α, κ, U,Ω)∥ + 2Lµ∥iε∥|Ω|

ε
d− 1

2C1,ε

}
+

1

2αÃ

C2(α, κ, U,Ω) . (2.50)

□

Now, we state and prove the compactness of L (B).

Lemma 2.8 Under the assumption specified in (2.25) and (2.39), L (B) is compact.

Proof. Considering (2.32), any sequence {(w⃗n, φ⃗n)}n≥1 ⊂ B ⊂ V×Ṽ is necessarily bounded. Consequently,

it admits a weakly convergent subsequence {(w⃗(1)
n , φ⃗

(1)
n )}n≥1 converging to (w⃗0, φ⃗0) ∈ B. In particular, this

means that w
(1)
n

w−→ w0 in H1
0(Ω) and ϕ

(1)
n

w−→ ϕ0 in H̃1(Ω), as detailed in the characterization of V and
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Ṽ (see (2.22a) and (2.22b)). Moreover, since the inclusion i : H1(Ω) −→ L4(Ω) is compact, we ensure the
strong convergence

∥w(1)
n −w0∥0,4,Ω n→∞−→ 0 and ∥ϕ(1)n − ϕ0∥0,4,Ω n→∞−→ 0 . (2.51)

On the other hand, setting

(u⃗(1)
n , φ⃗(1)

n ) = L (w⃗(1)
n , φ⃗(1)

n ) and (u⃗0, φ⃗0) = L (w⃗0, ϕ⃗0) ,

and proceeding exactly as in Lema 2.7 with (w⃗(1)
n , φ⃗

(1)
n ) instead of (w⃗, φ⃗), we deduce from (2.48) and (2.49)

that

∥L (w⃗(1)
n , ϕ⃗

(1)
n )− L (w⃗0, ϕ⃗0)∥H×H̃

≤ 1

2α
Ã

∥φ⃗(1)
n ∥

H̃
∥wn −w0∥0,4,Ω

+
1

αA

{(
gγ|Ω| 12 + 2Lµ∥iϵ∥|Ω|

ϵ
d
− 1

2 ∥t0∥ε,Ω
)
∥ϕ(1)n − ϕ0∥0,4,Ω +

1

2
∥u⃗(1)

n ∥H ∥w(1)
n −w

(1)
0 ∥0,4,Ω

}
.

Note that ∥φ⃗(1)
n ∥

H̃
, ∥u⃗(1)

n ∥H and ∥t0∥ε,Ω are bounded by data in accordance with (2.43) and (2.39). In virtue

of (2.51), we then conclude that L (w⃗(1)
n , ϕ⃗

(1)
n ) −→ L (w⃗0, ϕ⃗0) as n→ +∞, and so L (B) is compact. □

At this point, we are in position to state the main result of this section.

Theorem 2.9 Under the assumption specified in (2.25) and (2.39), there exists at least one solution (u⃗, φ⃗)
for (2.33), satisfying the a priori estimates

∥u⃗∥H ≤ C1(µ, γ,f , g, α, κ, U,Ω) and ∥φ⃗∥
H̃

≤ C2(α, κ, U,Ω) . (2.52)

Proof. From Lemmas 2.6, 2.7, and 2.8, it follows that the operator L (cf. equations (2.33)–(2.34)) satisfies
all the conditions required by the Schauder Fixed Point Theorem (cf. Theorem 2.5), thereby guaranteeing
the existence of at least one fixed point for L . Furthermore, according to the relation in equation (2.35),
this fixed point corresponds to a solution of the problem described by equation (2.33). This solution must
also fulfill the a priori estimates presented in Lemma 2.4. □

Observe that if (u⃗, φ⃗), (u⃗0, φ⃗0) are two solutions of problem (2.33), and therefore fixed points of operator
L , then from the Lipschitz continuity (cf. Lemma 2.7), it follows that

∥(u⃗, φ⃗)− (u⃗0, φ⃗0)∥H×H̃
= ∥L (u⃗, φ⃗)− L (u⃗0, φ⃗0)∥H×H̃

≤ CLIP∥(u⃗, φ⃗)− (u⃗0, φ⃗0)∥H×H̃
,

and so
(1− CLIP) ∥(u⃗, φ⃗)− (u⃗0, φ⃗0)∥H×H̃

≤ 0 .

Then (u⃗, φ⃗) = (u⃗0, φ⃗0) whenever CLIP < 1, as defined in (2.50). The following uniqueness result has been
then demonstrated.

Theorem 2.10 Under the hypothesis of Theorem 2.9, and assuming that the data are sufficiently small
such that the Lipschitz continuity constant (cf. (2.50)) satisfies CLIP < 1, there exists a unique solution
(u⃗, φ⃗) of problem (2.33).

As we conclude this section, it is pertinent to highlight some key observations that underpin the framework
of our analysis.

Remark 2.3 (a) The existence of the tensor σ and the semi-advective flux vector σ̃ follows from the inf-
sup compatibility conditions satisfied by the bilinear forms B and B̃, as stated in part (b) of Lemma
2.1. Moreover, utilizing (2.14), the continuity of the forms Aϕ(·, ·), C (w; ·, ·), and Fϕ(·), with w = u
and ϕ = φ (cf. Lemma 2.2, Lemma 2.3, and estimate (2.20a)), as well as the a priori bounds (2.52)

∥σ∥div4/3,Ω ≤ 1

β
sup
v⃗ ∈H
v⃗ ̸=0⃗

B(v⃗,σ)

∥v⃗∥H
=

1

β
sup
v⃗ ∈H
v⃗ ̸=0⃗

Aφ(u⃗, v⃗) + C (u; u⃗, v⃗)− Fφ(v⃗)

∥v⃗∥H

≤ 1

β

{
∥Aφ∥∥u⃗∥H +

1

2
∥u∥20,4,Ω + ∥Fφ∥H′

}
≤ C3(µ, γ,f , g, α, κ, U,Ω)
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which corresponds to the following a priori estimate for σ with

C3(µ, γ,f , g, α, κ, U,Ω) :=
1

β

{
2µ2C1(µ, γ,f , g, α, κ, U,Ω) +

1

2
C1(µ, γ,f , g, α, κ, U,Ω)

2

+∥f∥0,4/3,Ω + g(1 + γα)|Ω|4/3 + gγ|Ω|1/2C2(α, κ, U,Ω)
}
.

Similarly, we obtain the a priori bound for σ̃,

∥σ̃∥div4/3,Ω ≤ 1

β̃

{
∥Ã ∥∥φ⃗∥

H̃
+

1

2
∥u∥0,4,Ω∥φ⃗∥H̃ + ∥F̃∥

H̃′

}
≤ C4(µ, γ,f , g, α, κ, U,Ω)

with

C4(µ, γ,f , g, α, κ, U,Ω) :=
1

β̃

{√
2max{κ,U |Ω|1/4}C2(α, κ, U,Ω)

+
1

2
C1(µ, γ,f , g, α, κ, U,Ω)C2(α, κ, U,Ω) + αU |Ω|1/2

}
.

(b) The additional regularity (2.39) serves exclusively to bound the term E3, as indicated in (2.46), when
proving the Lipschitz condition for L . This is due to the viscosity µ being concentration–dependent.
However, in analyses that consider constant viscosity – such as in [2, 20, 34, 38, 46] – that assumption
is unnecessary. Under these circumstances, the only prerequisite for the existence of solutions (cf.
Theorem 2.9) is condition (2.25), and the Lipschitz constant (2.50) becomes

CLIP :=
1

αA

{
gγ|Ω| 12 +

1

2
C1(µ, γ,f , g, α, κ, U,Ω)

}
+

1

2α
Ã

C2(α, κ, U,Ω) .

3 The Galerkin scheme

We now describe the discretization of the variational formulation (2.14). We start in Section 3.1 by in-
troducing the finite element spaces that serve as the basis for our discrete problem formulation along with
the properties of the forms involved. Next, in Section 3.2, we analyze the well–posedness of the discrete
problem, applying a fixed–point strategy similar to the one used in the continuous case. In Section 3.3 we
derive the corresponding Cea’s estimate and prove optimal order a priori error estimates

3.1 Discretization and Finite Element Spaces

Consider a regular triangulation Th over Ω, consisting of simplices T , specifically, triangles for d = 2 and
tetrahedra for d = 3. We use T b

h to represent the barycentric refinement of Th. Denote by hT the diameter
of each simplex T in T b

h , and define h as the maximum diameter, h := max{hT : T ∈ T b
h }, corresponding to

the mesh size for T b
h .

For a given positive integer ℓ, we define Pℓ(T b
h ) as the set of scalar piecewise polynomial functions of degree

less than or equal to ℓ on T b
h , that is

Pℓ(T b
h ) :=

{
ph : ph|T ∈ Pℓ(T ) ∀T ∈ T b

h

}
.

Consistent with the notations introduced in Section 1, we denote the spaces of vector–valued and tensor–
valued polynomials on T b

h by Pℓ(T b
h ) and Pℓ(T b

h ), respectively. We also recall the local Raviart–Thomas
space of order ℓ defined as RTℓ(T ) := Pℓ(T )⊕Pℓ̃(T )x, where x is a generic vector in R and Pℓ̃(T ) denotes
the space of polynomials of degree ℓ on T . Consequently, the global Raviart–Thomas space of order ℓ is
characterized by

RTℓ(T b
h ) :=

{
τ h ∈ H(div; Ω) : ctτ h|T ∈ RTℓ(T ) , ∀ c ∈ R , ∀T ∈ T b

h

}
.

The finite element spaces for approximating the unknowns t, u, σ, t̃, φ, and σ̃ of problem (2.14) are then
given as

Ht
h := L2

tr(Ω) ∩ Pℓ(T b
h ), Hu

h := L4(Ω) ∩Pℓ(T b
h ), Hσ

h := H0(div4/3; Ω) ∩ RTℓ(T b
h ),

Ht̃
h := L2(Ω) ∩Pℓ(T b

h ), Hφh := L4
0(Ω) ∩ Pℓ(T b

h ), Hσ̃
h := HΓ(div4/3; Ω) ∩RTℓ(T b

h ).
(3.1)
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Following the approach used in the continuous case, we simplify the notation by setting

u⃗h := (th,uh) , v⃗h := (rh,vh) ∈ Hh := Hu
h ×Ht

h ,

φ⃗h := (t̃h, φh) , ψ⃗h := (r̃h, ψh) ∈ H̃h := Hφh ×Ht̃
h .

In turn, for each th ∈ Ht
h we identify th,sym and th,skw as the symmetric and skew–symmetric parts,

respectively. The Galerkin scheme associated with problem (2.14) seeks to find (u⃗h,σh, φ⃗h, σ̃h) ∈ Hh ×
Hσ
h × H̃h ×Hσ̃

h satisfying

Aφh
(u⃗h, v⃗h) + C (uh; u⃗h, v⃗h)− B(v⃗h,σh) = Fφh

(v⃗h)

B(u⃗h, τ h) = 0

Ã (φ⃗h, ψ⃗h) + C̃ (uh; φ⃗h, ψ⃗h)− B̃(ψ⃗h, σ̃h) = F̃ (ψ⃗h)

B̃(φ⃗h, τ̃ h) = 0,

(3.2)

for all (v⃗h, τ h, ψ⃗h, τ̃ h) ∈ Hh×Hσ
h ×H̃h×Hσ̃

h . Here, Aϕh(·, ·),C (wh; ·, ·) : Hh×Hh,→ R (with ϕh and wh in

place of ϕ andw, respectively), Ã (·, ·), C̃ (wh; ·, ·) : H̃h×H̃h → R, (withwh in place ofw), B : Hh×Hσ
h → R

and B̃ : H̃h ×Hσ̃
h → R are the bilinear forms defined in (2.15a)-(2.18b) constrained to operate within the

respective finite–dimensional spaces.

In turn, Fϕh (with ϕh instead of ϕ) and F̃ are the linear functionals defined in (2.19a) and (2.19b),
respectively, and satisfy

∣∣Fϕh(v⃗h)
∣∣ ≤

{
∥f∥0,4/3,Ω + g(1 + γα)|Ω|4/3 + gγ|Ω|1/2∥ϕh∥0,4,Ω

}
∥v⃗h∥H ∀ v⃗h ∈ Hh, (3.3a)

and ∣∣F̃ (ψ⃗h)
∣∣ ≤ αU |Ω| 12 ∥ψ⃗h∥H̃ ∀ ψ⃗h ∈ H̃h. (3.3b)

In the following, we outline the properties of the forms at the discrete level, starting with B and B̃. We
emphasize that the extensive development and analysis of the finite element set (Hh,Hσ

h ) are detailed in [36]
for a dual-mixed formulation of the Navier–Stokes equations. That work states that if the discrete spaces
are constructed on meshes with a macroelement structure (such as T b

h ) and if the polynomial degree ℓ meets
the condition ℓ ≥ d − 1, then these spaces are inf–sup compatible and satisfy a discrete Korn’s inequality
(cf. (3.4a) and (3.5a)). These conditions are vital for ensuring the well-posedness of the discrete problem,
particularly with fluid equations. For similar properties of B̃ (refer to equations (3.4b) and (3.5b)), please
see [16]. Consequently, we omit the proofs here.

Lemma 3.1 For ℓ ≥ d − 1, the forms B : Hh × Hσ
h → R and B̃ : H̃h ×Hσ̃

h → R defined in (2.16a) and
(2.16b), exhibit the following properties.

(a) Continuity: B and B̃ are bounded, that is

|B(v⃗h, τ h)| ≤ ∥v⃗h∥H ∥τ h∥div4/3,Ω ∀ v⃗h ∈ Hh , ∀ τ h ∈ Hσ
h ,

|B̃(ψ⃗h, τ̃ h)| ≤ ∥ψ⃗h∥H̃ ∥τ̃ h∥div4/3,Ω ∀ ψ⃗h ∈ H̃h , ∀ τ̃ h ∈ Hσ̃
h .

(b) Discrete inf–sup conditions: There exist positive constants βd and β̃d, independent of h, such that

sup
v⃗h ∈Hh

v⃗h ̸=0⃗

B(v⃗h, τ h)

∥v⃗h∥H
≥ βd ∥τ h∥div4/3;Ω ∀ τ h ∈ Hσ

h , (3.4a)

sup
ψ⃗h ∈ H̃h

ψ⃗h ̸=0⃗

B̃(ψ⃗h, τ̃ h)

∥ψ⃗h∥H̃
≥ β̃d ∥τ̃ h∥div4/3;Ω ∀ τ̃ h ∈ Hσ̃

h . (3.4b)
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(c) There exist positive constants Cd and C̃d, independents of h, such that

∥rh,sym∥0,Ω ≥ Cd∥(rh,skw,vh)∥ , ∀ v⃗h = (rh,vh) ∈ Vh , (3.5a)

and
∥r̃h∥0,Ω ≥ C̃d ∥ψh∥0,4;Ω , ∀ ψ⃗h = (r̃h, ψh) ∈ Ṽh , (3.5b)

where Vh and Ṽh are the discrete kernels of the forms B and B̃, that is,

Vh :=

{
v⃗h ∈ Hh :

∫

Ω
rh : τ h +

∫

Ω
vh · div τ h = 0 , ∀ τ h ∈ Hσ

h

}
, (3.6a)

and

Ṽh :=

{
ψ⃗h ∈ H̃h :

∫

Ω
r̃h · τ̃ h +

∫

Ω
ψh div τ̃ h = 0 , ∀ τ̃ h ∈ Hσ̃

h

}
. (3.6b)

Proof. See [36, Lemma 4.1] [16, Section 5] □

The discrete version of the Lemma (2.2) concerning the bilinear forms A and Ã is presented as follows

Lemma 3.2 The bilinear forms Aϕh : Hh × Hh → R (for a given ϕh ∈ Hφh) and Ã : H̃h × H̃h → R, as
defined in (2.15a) and (2.15b) respectively, have the following properties:

(a) Continuity: Both Aϕh and Ã are continuous, satisfying

|Aϕh(u⃗h, v⃗h)| ≤ ∥A ∥ ∥u⃗h∥H ∥v⃗h∥H ∀ u⃗h, v⃗h ∈ Hh,

|Ã (φ⃗h, ψ⃗h)| ≤ ∥Ã ∥ ∥φ⃗h∥H̃ ∥ψ⃗h∥H̃ ∀ φ⃗h, ψ⃗h ∈ H̃h,

with the same constants ∥A ∥ and ∥Ã ∥ from Lemma 2.2, part (a).

(b) Coercivity of Aϕh: The form Aϕh is coercive on the kernel Vh of the bilinear form B (cf. (3.6a)),
for any ϕh ∈ Hφh . That is, there exists a positive constant α∗

A := µ1 min
{
1, C2

d

}
, independent of h,

such that
Aϕh(v⃗h, v⃗h) ≥ α∗

A ∥v⃗h∥2H ∀ v⃗h ∈ Vh , (3.7)

where the constant Cd comes from (3.5a).

(c) Coercivity of Ã : Assume the diffusive constant κ and the mean velocity constant U satisfy

U

κ
|Ω|1/4 < min{1, C̃2

d} (3.8)

where the constant C̃d comes from (3.5b). Then, the form Ã is coercive on the kernel Ṽh of B̃ (cf.

(3.6b)). Specifically, there exists a positive constant α∗
Ã

:= κ
2 min

(
1− U

κ , C̃
2
d − U

κ |Ω|1/4
)
, independent

of h, such that
Ã (ψ⃗h, ψ⃗h) ≥ α∗

Ã
∥ψ⃗h∥2H̃ ∀ ψ⃗h ∈ Ṽh . (3.9)

Proof. The boundedness of the forms Aϕh and Ã is a direct consequence of the inclusions Hh ⊂ H and

H̃h ⊂ H̃, respectively. The coercivity of the form Aϕh with respect to Vh has been established in [36] and

is further discussed in [16, Lemma 4.1]. As for the Ṽh-coercivity of the form Ã , it is suffices to utilize the

definition of Ã along with the application of Hölder’s and Young’s inequalities. Then, the property (3.5b)
and the norm defined on H̃h lead to the desired result, as follows

Ã (ψ⃗h, ψ⃗h) ≥ κ∥r̃h∥20,Ω − U∥ψh∥0,4,Ω∥êd∥0,4,Ω∥r̃h∥0,Ω

≥ κ

2

{
∥r̃h∥20,Ω + ∥r̃h∥20,Ω

}
− U

2
|Ω|1/4

{
∥ψh∥20,4,Ω + ∥r̃h∥20,Ω

}

≥ κ

2
∥r̃h∥20,Ω +

κ

2
C̃2
d∥ψh∥20,4,Ω − U

2
|Ω|1/4∥ψ⃗h∥2H̃

≥ κ

2
min

{
1, C̃2

d

}
∥ψ⃗h∥2H̃ − U

2
|Ω|1/4∥ψ⃗h∥2H̃ ≥ α∗

Ã
∥ψ⃗h∥2H̃ .
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where the constant α∗
Ã

is clearly positive, thanks to the assumption (3.8), and independent of h. □

The following properties directly follows from the definitions of Ch and C̃h, paralleling the proof presented
for their continuous counterparts in Lemma 2.3, adjusted for the discrete spaces.

Lemma 3.3 For each wh ∈ Hu
h , the bilinear forms C (wh; ·, ·) : Hh×Hh → R and C̃ (wh; ·, ·) : H̃h× H̃h →

R are endowed with the properties of continuity, skew-symmetry, and boundedness as in Lemma 2.3. In
particular,

C (wh; v⃗h, v⃗h) = 0 ∀ v⃗h ∈ Hh and C̃ (wh; ψ⃗h, ψ⃗h) = 0 ∀ ψ⃗h ∈ H̃h . (3.10)

Remark 3.1 We conclude this section by highlightinhg that our fully mixed finite element formulation (3.2)
naturally endows the forms C and C̃ , corresponding to the convective terms, with inherent skew–symmetry at
discrete level. Consequently, the customary requisite for post–discretization modifications to maintain such
mathematical properties is unnecesarry in our framework. This inherent skew–symmetry, a direct advantage
of our formulation mathematical structure, plays a pivotal role in preserving the conservation of energy and
numerical stability.

3.2 Well-posedness of the discrete problem

Following the approach from Section 2.3, we find that the problem (3.2) is equivalent to a problem reduced to
the kernel of Bh and B̃h, as defined in (3.6a) and (3.6b), respectively. The task is to find (u⃗h, φ⃗h) ∈ Vh×Ṽh

such that
Aφh

(u⃗h, v⃗h) + C (uh; u⃗h, v⃗h) = Fφh
(v⃗h) ,

Ã (φ⃗h, ψ⃗h) + C̃ (uh; φ⃗h, ψ⃗h) = F̃ (ψ⃗h) ,
(3.11)

for all (v⃗h, ψ⃗h) ∈ Vh × Ṽh.

The discrete counterpart of Lemma 2.4 is presented below.

Lemma 3.4 Assuming the data satisfy (3.8), any solution (u⃗h, φ⃗h) to problem (3.11) satisfies the following
a priori estimates

∥u⃗h∥H ≤ C∗
1 (µ, γ,f , g, α, κ, U,Ω) and ∥φ⃗h∥H̃ ≤ C∗

2 (α, κ, U,Ω), (3.12)

where

C∗
1 (µ, γ,f , g, α, κ, U,Ω) :=

1

α∗
A

{
∥f∥0,4/3,Ω + g(1 + γα)|Ω|4/3 + gγ|Ω|1/2C∗

2 (α, κ, U,Ω)
}
, (3.13a)

C∗
2 (α, κ, U,Ω) := (α∗

Ã
)−1αU |Ω| 12 . (3.13b)

Proof. Proceeding similarly to the a priori estimates for the continuous problem, let (u⃗h, φ⃗h) be a solution
to problem (3.11). Taking v⃗h = u⃗h and ψ⃗h = φ⃗h, and utilizing the skew–symmetry property of the forms
C and C̃ (refer to (3.10)), we find that

Aφh
(u⃗h, u⃗h) = Fφh

(u⃗h) and Ã (φ⃗h, φ⃗h) = F̃ (φ⃗h) . (3.14)

In particular, we use the Ṽh–coercivity of Ã and the continuity of F̃ (cf. part (c) of Lemma 3.2 and (3.3b),
respectively), to get

α∗
Ã
∥φ⃗h∥2H̃ ≤ Ã (φ⃗h, φ⃗h) ≤

∣∣F̃ (φ⃗h)
∣∣ ≤ αU |Ω| 12 ∥φ⃗h∥H̃ .

Thus, after simplification, we readily obtain the a priori bound (3.12) for φ⃗h with the constant C∗
2 (α, κ, U,Ω)

as defined in (3.13b). Similarly, from the first equation in (3.14), we derive the corresponding a priori bound
for u⃗h. By using the coercivity of Aφh

(refer to Lemma 3.2, part (b)) and the continuity bound of the
functional Fφh

(see (3.3a)), we deduce that

α∗
A ∥u⃗h∥2H ≤ |Fφh

(u⃗h)| ≤
{
∥f∥0,4/3,Ω + g(1 + γα)|Ω|4/3 + gγ|Ω|1/2∥φh∥0,4,Ω

}
∥u⃗h∥H .
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This immediately leads to the desired result upon simplifying, given that ∥φh∥0,4,Ω ≤ ∥φ⃗h∥H̃, and considering
the estimate previously derived for φ⃗h. □

The next step involves transforming (3.11) into a fixed–point problem. Following a methodology inspired
by the continuous case, we first address a linearized and decoupled version of the problem. Thus, given
(w⃗h, ϕ⃗h) ∈ Vh × Ṽh, we seek (u⃗h, φ⃗h) ∈ Vh × Ṽh that satisfies:

Aϕh(u⃗h, v⃗h) + C (wh; u⃗h, v⃗h) = Fϕh(v⃗h),

Ã (φ⃗h, ψ⃗h) + C̃ (wh; φ⃗h, ψ⃗h) = F̃ (ψ⃗h),
(3.15)

for all (v⃗h, ψ⃗h) ∈ Vh × Ṽh.

With the help of the a priori estimates for discrete solutions derived in Lemma 3.4, we define the closed
convex subset Bh of Vh × Ṽh given by

Bh =
{
(w⃗h, ϕ⃗h) ∈ Vh × Ṽh : ∥w⃗h∥H ≤ C∗

1 (µ, γ,f , g, α, κ, U,Ω) and ∥ϕ⃗h∥H̃ ≤ C∗
2 (α, κ, U,Ω)

}
, (3.16)

where C∗
1 (µ, γ,f , g, α, κ, U,Ω) and C

∗
2 (α, κ, U,Ω) are as defined in (3.13a) and (3.13b), respectively.

We then introduce the operator Lh : Bh → Vh × Ṽh, defined by

Lh(w⃗h, ϕ⃗h) = (u⃗h, φ⃗h) ∀(w⃗h, ϕ⃗h) ∈ Bh, (3.17)

where (u⃗h, φ⃗h) is the solution to the problem (3.15). It is evident that any solution of (3.11) corresponds
to a fixed–point of the operator Lh, i.e.,

(u⃗h, φ⃗h) solves (3.11) ⇐⇒ Lh(u⃗h, φ⃗h) = (u⃗h, φ⃗h). (3.18)

Certainly, the viability of this approach hinges on the wel–defined nature of Lh. This is addressed in the
ensuing discussion.

Lemma 3.5 Under the assumption specified in (3.8), consider Bh to be the ball given in (3.16). The
operator Lh : Bh → Vh × Ṽh, as detailed through (3.15)–(3.17), is well-defined. Furthermore, it holds that
Lh(Bh) ⊆ Bh.

Proof. Adapting the proof from Lemma 2.6 to the discrete setting of (3.15), consider any pair (w⃗h, ϕ⃗h) ∈ Bh.
We begin with the fluid problem, seeking u⃗h ∈ Vh that satisfies

Aϕh(u⃗h, v⃗h) + C (wh; u⃗h, v⃗h) = Fϕh(v⃗h) ∀v⃗h ∈ Vh. (3.19)

Given the continuity of Aϕh and C , and considering the coercivity of A and the skew–symmetry of C (cf.
(3.7) and (3.10)), the form Aϕh(·, ·) + C (wh; ·, ·) is shown to be uniformly coercive on Vh, independent of
(ϕh,wh). Moreover, with Fϕh ∈ V′

h, we find

∥∥Fϕh

∥∥
V′

h
≤ ∥f∥0,4/3,Ω + g(1 + γα)|Ω|4/3 + gγ|Ω|1/2C∗

2 (α, κ, U,Ω),

where we have used that ∥ϕh∥0,4,Ω ≤ C∗
2 (α, κ, U,Ω) due to (w⃗h, ϕ⃗h) ∈ Bh. The Banach–Nečas–Babuška

Theorem assures the existence and uniqueness of u⃗h solving (3.19), with

∥u⃗h∥H ≤ 1

α∗
A

{
∥f∥0,4/3,Ω + g(1 + γα)|Ω|4/3 + gγ|Ω|1/2C∗

2 (α, κ, U,Ω)
}
. (3.20)

For the concentration equation, the problem of finding φ⃗h ∈ Ṽh that satisfies

Ã (φ⃗h, ψ⃗h) + C̃ (wh; φ⃗h, ψ⃗h) = F̃ (ψ⃗h) ∀ψ⃗h ∈ Ṽh, (3.21)

follows a similar approach. The continuity and coercivity of Ã (cf. (3.9)), along with the skew-symmetry

of C̃ (cf. (3.10)), and the boundedness of F̃ , allow to deduce that

Ã (ψ⃗h, ψ⃗h) + C̃ (wh; ψ⃗h, ψ⃗h) ≥ α∗
Ã
∥ψ⃗h∥2H̃ ∀ ψ⃗h ∈ Ṽh , and

∥∥F̃
∥∥
Ṽ′

h
≤ αU |Ω|1/2 .
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Again, Banach–Nečas–Babuška Theorem gives the existence and uniqueness of φ⃗h solving (3.21), satisfying

∥φ⃗h∥H̃ ≤ (α∗
Ã
)−1αU |Ω|1/2 . (3.22)

Consequently, Lh is well–defined. Note further from (3.20) and (3.22), the definition of C∗
1 (·) and C∗

2 (∗) in
(3.13a) and (3.13b), and the definition of Bh in (3.16) that (u⃗h, φ⃗h) ∈ Bh and therefore Lh(Bh) ⊆ Bh. □

We now turn to the Lipschitz continuity of Lh. We caution in advance that due to the characteristics
of finite element spaces, applying a continuous regularity hypothesis such as (2.39) directly to the discrete
context is impractical, as highlighted in references [15, 16]. The main reasons are that finite element spaces
inherently restrict the level of regularity that can be achieved, and the discretization process introduces
mesh–size–dependent estimates. Therefore, our analysis of Lh moves forward without relying on this type
of regularity assumption.

Lemma 3.6 Under the hypotheses from Lemma 3.1 and the condition (3.8), Lh exhibits Lipschitz continu-
ity. Specifically, there exists a constant C∗

LIP > 0 (refer to (3.31), below) ensuring that

∥Lh(w⃗h, ϕ⃗h)− Lh(w⃗0,h, ϕ⃗0,h)∥H×H̃
≤ C∗

LIP∥(w⃗h, ϕ⃗h)− (w⃗0,h, ϕ⃗0,h)∥H×H̃
(3.23)

for all (w⃗h, ϕ⃗h), (w⃗0,h, ϕ⃗0,h) ∈ Bh.

Proof. We adapt the proof of Lemma 3.6 and consider (w⃗h, ϕ⃗h) and (w⃗0,h, ϕ⃗0,h) arbitrary pairs in the ball

Bh, we denote by (u⃗h, φ⃗h) = Lh(w⃗h, ϕ⃗h) and (u⃗0,h, φ⃗0,h) = Lh(w⃗0,h, ϕ⃗0,h) in Bh, satisfying

∥u⃗h∥H , ∥u⃗0,h∥H ≤ C∗
1 (µ, γ,f , g, α, κ, U,Ω) and ∥φ⃗h∥H̃ , ∥φ⃗0,h∥H̃ ≤ C∗

2 (α, κ, U,Ω) . (3.24)

From the definition of the operator Lh (see (3.15)-(3.17)), it follows that

Aϕh(u⃗h, v⃗h) + C (wh; u⃗h, v⃗h) = Fϕh(v⃗h) ∀ v⃗h ∈ Vh ,

Ã (φ⃗h, ψ⃗h) + C̃ (wh; φ⃗h, ψ⃗h) = F̃ (ψ⃗h) ∀ ψ⃗h ∈ Ṽh ,

and

Aϕ0,h(u⃗0,h, v⃗0,h) + C (w0,h; u⃗0,h, v⃗0,h) = Fϕ0,h(v⃗0,h) ∀ v⃗0,h ∈ Vh ,

Ã (φ⃗0,h, ψ⃗0,h) + C̃ (w0,h; φ⃗0,h, ψ⃗0,h) = F̃ (ψ⃗0,h) ∀ ψ⃗0,h ∈ Ṽh .

The analogous estimatation to the continuous one in (2.43) becomes

α∗
A ∥u⃗h − u⃗0,h∥2H ≤

{
Fϕ(u⃗− u⃗0)− Fϕ0(u⃗− u⃗0,h)

}

+
{

C (w0,h; u⃗0,h, u⃗− u⃗0,h)− C (wh; u⃗h, u⃗h − u⃗0,h)
}

+
{

Aϕ0,h(u⃗0,h, u⃗− u⃗0,h)− Aϕ(u⃗0,h, u⃗− u⃗0,h)
}

=: E∗
1 + E∗

2 + E∗
3 .

(3.25)

The expresions E∗
1 and E∗

2 can be estimated straightforwardly from the respective counterparts E1 and E2

(see (2.44) and (2.45)), respectively, which leads to

E∗
1 ≤ gγ|Ω|1/2∥ϕh − ϕ0,h∥0,4,Ω∥u⃗h − u⃗0,h∥H . (3.26)

and

E∗
2 ≤ 1

2
∥u⃗h∥H ∥wh −w0,h∥0,4,Ω ∥u⃗h − u⃗0,h∥H, . (3.27)

In turn, as anticipated, for bounding E∗
3 we note that regularity assumption such as (2.39) is not available

in the present setting. Therefore, we will utilize a L4 −L4 −L2 argument based on the Hölder inequality in
the estimation (2.46), adapted to the discrete setting, to obtain that

E∗
3 ≤ 2Lµ∥ϕh − ϕ0,h∥0,4,Ω∥t0,h∥0,4,Ω∥th − t0,h∥0,Ω . (3.28)
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Replacing back (3.26), (3.27) and (3.28) in (3.25), and symplifying, we get

∥u⃗h − u⃗0,h∥ ≤ 1

α∗
A

{(
gγ|Ω| 12 + 2Lµ∥t0,h∥0,4,Ω

)
∥ϕh − ϕ0,h∥0,4,Ω +

1

2
∥u⃗h∥H ∥w0,h −wh∥0,4,Ω

}
. (3.29)

To estimate the difference φ⃗h − φ⃗0,h, we follow the same procedure to get (2.49) and easily deduce that

∥φ⃗h − φ⃗0,h∥H̃ ≤ 1

2α∗
Ã

∥wh −w0,h∥0,4,Ω∥φ⃗h∥H̃ . (3.30)

Next, combining (3.29) and (3.30), and the fact that ∥ϕh−ϕ0,h∥0,4,Ω and ∥wh−w0,h∥0,4,Ω are both bounded

by ∥(w⃗h, ϕ⃗h)− (w⃗0,h, ϕ⃗0,h)∥, we deduce that

∥Lh(w⃗h, ϕ⃗h)− Lh(w⃗0,h, ϕ⃗0,h)∥H×H̃

≤
{

1

α∗
A

[(
gγ|Ω| 12 + 2Lµ∥t0,h∥0,4,Ω

)
+

1

2
∥u⃗h∥H

]
+

1

2α∗
Ã

∥φ⃗h∥H̃

}
∥(w⃗h, ϕ⃗h)− (w⃗0,h, ϕ⃗0,h)∥H×H̃

.

Finally, by applying the estimates (3.24) to bound u⃗h and φ⃗h in the preceding expression, we conclude that
the operator Lh satisfies the Lipschitz condition (3.23), with the constant

C∗
LIP :=

1

α∗
A

{(
gγ|Ω| 12 + 2Lµ∥t0,h∥0,4,Ω

)
+

1

2
C∗
1 (µ, γ,f , g, α, κ, U,Ω)

}
+

1

2α∗
Ã

C∗
2 (α, κ, U,Ω) . (3.31)

□

It is important to highlight a few key points here.

Remark 3.2 (a) The determination of the constant C∗
LIP is influenced by the term t0,h, which represents

the first component of the pair (t0,h,u0,h) = u⃗0,h = Lh,1(w⃗0,h, ϕ⃗0,h) within Bh. Similar to the findings
in previous studies [15, 16], given that elements of Ht

h are piecewise polynomial by components, we
can affirm that ∥t0,h∥0,4,Ω is finite. However, we cannot assert that this finiteness is independent of
the discretization parameter h.

(b) Significantly, in scenarios where the viscosity is constant as analyzed in [2, 20, 34, 38, 46], the term
E∗

3 (see (3.25)), does not appear. This means that, with constant viscosity, the Lipschitz continuity
constant for the discrete operator Lh depends only on given data and is independent of the mesh size
h. More precisely, the constant C∗

LIP is defined as

C∗
LIP :=

1

α∗
A

{
gγ|Ω| 12 +

1

2
C∗
1 (µ, γ,f , g, α, κ, U,Ω)

}
+

1

2α∗
Ã

C∗
2 (α, κ, U,Ω). (3.32)

We close the section with the main result establishing the well–posedness of the discrete problem (3.11).

Theorem 3.7 Under the hypotheses from Lemma 3.1 and the condition (3.8), there exists at least one
solution (u⃗h, φ⃗h) for (3.11), satisfying the a priori estimates

∥u⃗h∥H ≤ C∗
1 (µ, γ,f , g, α, κ, U,Ω) and ∥φ⃗h∥H̃ ≤ C∗

2 (α, κ, U,Ω) .

Proof. From Lemmas 3.5 and 3.6, the operator Lh (refer to equations (3.15)–(3.17)) satisfies the Brouwer
Fixed Point Theorem criteria, ensuring at least one fixed point for Lh. Moreover, from (3.18), this fixed
point aligns with a solution for the problem outlined in equation (3.11), which also adheres to the a priori
estimates from Lemma 3.4. □

As we conclude this section, it is pertinent to highlight some key observations that underpin the framework
of our analysis.
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Remark 3.3 (a) Similar to the continuous scenario, the existence of σh and σ̃h as well as the corre-
sponding bounds follow from the inf–sup compatibility of B and B̃, as outlined in part (b) of Lemma
3.1 (see Remark 2.3, part (a)).

(b) Due to the Lipschitz continuity constant (3.31)’s dependence on t0,h, establishing a uniqueness result
for the discrete problem (3.2) is not straightforward. Nonetheless, as mentioned in Remark (3.2), for
constant viscosity the Lipschitz constant (3.32) of Lh only depends on given data. Thus, the result
(3.7) can be improved to assure both the existence and uniqueness of the discrete solution, from the
Banach Fixed-Point Theorem, by requiring Lh to be a contraction. This implies the data must be
sufficiently small so that the Lipschitz constant (3.32) ensures C∗

LIP < 1.

3.3 A priori error analysis

The objective of this section is to estimate the approximation error associated with the Galerkin scheme
presented by the fully-mixed finite element method (3.2), utilizing the discrete spaces specified in (3.1) and
under the conditions given in Theorems 2.9, 2.10, and 3.7. We aim to derive theoretical convergence rates
in terms of the discretization parameter h, providing a error estimate of the form

∥(u⃗,σ)− (u⃗h,σh)∥H×H0(div4/3;Ω) + ∥(φ⃗, σ̃)− (φ⃗h, σ̃h)∥H̃×HΓ(div4/3;Ω)
≤ C hs,

where (u⃗,σ, φ⃗, σ̃) ∈ H×H0(div4/3; Ω)× H̃×HΓ(div4/3; Ω) is the unique solution of the coupled problem

(2.14), (u⃗h,σh, φ⃗h, σ̃h) ∈ Hh × Hσ
h × H̃h ×Hσ̃

h is a solution of the discrete coupled problem (3.2), C is a
positive constant independent of h, and s denotes the theoretical convergence rate.

According to the structure inherent in the respective variational formulations, we employ [16, Lemma 6.1].
This lemma provides a Strang–type estimate for a problem with a similar structure of ours. The lemma is
presented as follows.

Lemma 3.8 Let H and Q be reflexive Banach spaces, and let a : H × H −→ R and b : H × Q −→ R be
bounded bilinear forms such that a and b satisfy the hypotheses of [26, Theorem 2.34]. Furthermore, let{
Hh

}
h>0

and
{
Qh

}
h>0

be sequences of finite dimensional subspaces of H and Q, respectively, and for each
h > 0 consider a bounded bilinear form ah : H × H −→ R, such that ah|Hh×Hh

and b|Hh×Qh
satisfy the

hypotheses of [26, Theorem 2.34] as well, with discrete coercivity constant α∗ and discrete inf-sup condition
constant β∗, both independent of h. In turn, given F ∈ H ′, G ∈ Q′, and a sequence of functionals

{
Fh

}
h>0

,
with Fh ∈ H ′

h for each h > 0, we let (u, σ) ∈ H × Q and (uh, σh) ∈ Hh × Qh be the unique solutions,
respectively, to the problems

a(u, v) + b(v, σ) = F (v) ∀ v ∈ H ,

b(v, τ) = G(τ) ∀ τ ∈ Q ,

and
ah(uh, vh) + b(vh, σh) = Fh(vh) ∀ vh ∈ Hh ,

b(vh, τh) = G(τh) ∀ τh ∈ Qh .

Then, there holds
∥u− uh∥+ ∥σ − σh∥ ≤ CS,1 dist

(
u,Hh

)
+ CS,2 dist

(
σ,Qh

)

+ CS,3

{
∥F − Fh∥H′

h
+ ∥a(u, ·)− ah(u, ·)∥H′

h

}
,

(3.33)

where CS,i, i ∈ {1, 2, 3}, are positive constants depending only on α∗, β∗, and other constants, all of which
are independent of h.

With this at hand, we now separately address the fluid and concentration equations and estimate the
individual errors ∥(u⃗,σ)− (u⃗h,σh)∥H×H0(div4/3;Ω) and ∥(φ⃗, σ̃)− (φ⃗h, σ̃h)∥H̃×HΓ(div4/3;Ω)

.
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Estimation for ∥(u⃗,σ)− (u⃗h,σh)∥H×H0(div4/3;Ω).

The fluid equations, as expressed in the first two rows of (2.14) and (3.2), can be equivalently rewritten as

Au,φ(u⃗, v⃗)− B(v⃗,σ) = Fφ(v⃗) ∀ v⃗ ∈ H ,
B(u⃗, τ ) = 0 ∀ τ ∈ H0(div4/3; Ω) ,

(3.34)

and
Auh,φh

(u⃗h, v⃗h)− B(v⃗h,σh) = Fφh
(v⃗h) ∀φh ∈ Hh ,

B(u⃗h, τ h) = 0 ∀ τ h ∈ Hσ
h ,

(3.35)

where Au,φ and Auh,φh
are the bilinear forms

Au,φ(w⃗, v⃗) := Aφ(w⃗, v⃗) + C (u; w⃗, v⃗) ∀ w⃗, v⃗ ∈ H

Auh,φh
(w⃗h, v⃗h) := Aφh

(w⃗h, v⃗h) + C (uh; w⃗h, v⃗h) ∀ w⃗h, v⃗h ∈ Hh .
(3.36)

By proceding similarly as in (2.46)-(2.47) and using the regularity assumption (2.39), we find that

∣∣Aφ(u⃗, v⃗h)− Aφh
(u⃗, v⃗h)

∣∣ ≤ 2Lµ∥iε∥|Ω|
ϵ
d
− 1

2 ∥φ− φh∥0,4,Ω∥t0∥ε,Ω∥v⃗h∥Hh

≤ 2Lµ∥iε∥|Ω|
ϵ
d
− 1

2 C1,ε∥φ− φh∥0,4,Ω∥v⃗h∥Hh
.

(3.37)

In turn, from the boundedness properties of C and in part (c) of Lemmas 2.3 and 3.3 along with the a priori
(2.52) for u⃗, we find that

∣∣C (u; u⃗, v⃗h)− C (uh; u⃗, v⃗h)
∣∣ ≤ ∥u− uh∥0,4,Ω∥u⃗∥H ∥v⃗h∥H

≤ C1(µ, γ,f , g, α, κ, U,Ω) ∥u− uh∥0,4,Ω∥v⃗h∥H .
(3.38)

Combining (3.37) and (3.38), and using the norm definition on H′
h

∥Au,φ(u⃗, ·)−Auh,φh
(u⃗, ·)∥H′

h

≤ 2Lµ∥iε∥|Ω|
ϵ
d
− 1

2 C1,ε∥φ− φh∥0,4,Ω + C1(µ, γ,f , g, α, κ, U,Ω) ∥u− uh∥0,4,Ω .
(3.39)

In turn, similarly to the estimation E1 in Lemma 2.7, we find that

∥Fφ − Fφh
∥H′

h
≤ gγ|Ω| 12 ∥φ− φh∥0,4,Ω . (3.40)

Note that the hypotheses of Lemma 3.8 are satisfied for the bilinear forms Au,φ, Auh,φh
and B. Thus,

considering the estimates (3.39) and (3.40), then the Strang estimate (3.33) for problems (3.34) and (3.35),
is given by

∥(u⃗,σ)− (u⃗h,σh)∥H×H0(div4/3;Ω) ≤ CS,1 dist(u⃗, H̃h) + CS,2 dist(σ,Hσ
h )

+ CS,3C1,ε(µ, γ,f , g, α,Ω)∥φ− φh∥0,4,Ω

+ CS,3C1(µ, γ,f , g, α, κ, U,Ω) ∥u− uh∥0,4,Ω .

(3.41)

where CS,i, i ∈ {1, 2, 3}, are positive constants independent of h and

C1,ε(µ, γ,f , g, α,Ω) := gγ|Ω| 12 + 2Lµ∥iε∥|Ω|
ϵ
d
− 1

2 C1,ε . (3.42)

Estimation for ∥(φ⃗, σ̃)− (φ⃗h, σ̃h)∥H̃×HΓ(div4/3;Ω)
.

Regarding the concentration equations, given as the two last rows of (2.14) and (3.2), they can be expressed
as

Ãu(φ⃗, ψ⃗)− B̃(ψ⃗, σ̃) = F̃ (ψ⃗) ∀ ψ⃗ ∈ H̃ ,

B̃(φ⃗, τ̃ ) = 0 ∀ τ̃ ∈ HΓ(div4/3; Ω) ,
(3.43)
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and
Ãuh

(φ⃗h, ψ⃗h)− B̃(ψ⃗h, σ̃h) = F̃ (ψ⃗h) ∀ ψ⃗h ∈ H̃h ,

B̃(φ⃗h, τ̃ h) = 0 ∀ τ̃ h ∈ Hσ̃
h ,

(3.44)

where Ãu and Ãuh, are the bilinear forms

Ãu(ϕ⃗, ψ⃗) := Ã (ϕ⃗, ψ⃗) + C̃ (u; ϕ⃗, ψ⃗) ∀ ϕ⃗, ψ⃗ ∈ H̃ ,

Ãuh
(ϕ⃗h, ψ⃗h) := Ã (ϕ⃗h, ψ⃗h) + C̃ (uh; ϕ⃗h, ψ⃗h) ∀ ϕ⃗h, ψ⃗h ∈ H̃h .

(3.45)

From the boundedness properties of C̃ and the a priori estimate (2.52) for φ⃗, we find that
∣∣Ãu(φ⃗, ψ⃗h)− Ãuh

(φ⃗, ψ⃗h)
∣∣ =

∣∣C̃ (u; φ⃗, ψ⃗h)− C̃ (uh; φ⃗, ψ⃗h)
∣∣

≤ ∥u− uh∥0,4,Ω∥φ⃗∥H̃∥ψ⃗∥
H̃

≤ C2(α, κ, U,Ω) ∥u− uh∥0,4,Ω∥ψ⃗h∥H̃ ,

and so
∥Ãu(φ⃗, ·)− Ãuh

(φ⃗, ·)∥
H̃′

h
≤ C2(α, κ, U,Ω) ∥u− uh∥0,4,Ω . (3.46)

The bilinear forms (Ãu,φ, B̃) and (Ãuh,φh
, B̃) satisfy the Lemma 3.8’s criteria. Then, the Strang estimate

(3.33) applied to problems (3.43) and (3.44), together with the bound (3.46), is given by

∥(φ⃗, σ̃)− (φ⃗h, σ̃h)∥H̃×HΓ(div4/3;Ω)
≤ C̃S,1 dist(φ⃗, H̃h) + C̃S,2 dist(σ̃,H

σ̃
h )

+C̃S,3C2(α, κ, U,Ω) ∥u− uh∥0,4,Ω
(3.47)

where C̃S,i, i ∈ {1, 2, 3}, are positive constants independent of h.

Estimation for the total error.

Finally, we bound ∥φ− φh∥0,4,Ω in (3.41) by using equation (3.47) to get

∥(u⃗,σ)− (u⃗h,σh)∥H×H0(div4/3;Ω) + ∥(φ⃗, σ̃)− (φ⃗h, σ̃h)∥H̃×HΓ(div4/3;Ω)

≤ CS,1 dist(u⃗, H̃h) + CS,2 dist(σ,Hσ
h )

+CS,3 C̃S,1C1,ε(µ, γ,f , g, α,Ω)dist(φ⃗, H̃h)

+CS,3 C̃S,2C1,ε(µ, γ,f , g, α,Ω)dist(σ̃,H
σ̃
h )

+C2,ε(µ, γ,f , g, α, κ, U,Ω) ∥u− uh∥0,4,Ω

(3.48)

where C1,ε is given in (3.42) and

C2,ε(µ, γ,f , g, α, κ, U,Ω) := CS,3

{
C̃S,3C2(α, κ, U,Ω)C1,ε(µ, γ,f , g, α,Ω)

+ C1(µ, γ,f , g, α, κ, U,Ω)
}
.

(3.49)

We are now in a position to establish the main result of this section, which provides the theoretical
convergence rates for the numerical approximation of our fully-mixed formulation.

Theorem 3.9 Assume that the hypotheses of Theorems 2.9, 2.10, and 3.7 hold, and the data is sufficiently
small so that

C2,ε(µ, γ,f , g, α, κ, U,Ω) ≤
1

2
, (3.50)

where C2,ε( · ) is defined in (3.49). Suppose further that the solution satisfies u ∈ Ws,4(Ω), t ∈ Hs(Ω) ∩
L2
tr(Ω), σ ∈ Hs(Ω) ∩ H0(div4/3; Ω), divσ ∈ Ws,4/3(Ω), φ ∈ Ws,4(Ω) ∩ L4

0(Ω), t̃ ∈ Hs(Ω), σ̃ ∈ Hs(Ω) ∩
HΓ(div4/3; Ω) and div σ̃ ∈ Ws,4/3(Ω), for some s ∈ [0, ℓ+ 1]. Then the errors satisfy

∥(u⃗,σ)− (u⃗h,σh)∥H×H0(div4/3;Ω) + ∥(φ⃗, σ̃)− (φ⃗h, σ̃h)∥H̃×HΓ(div4/3;Ω)
≤ Crate h

s
(3.51)
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where the constant Crate > 0, independent of h, depends on the data and high-order norms of the solution
(cf. (3.52)), but is independent of h.

Proof. The hypothesis (3.50) applied to (3.48) gives the Cea estimate

∥(u⃗,σ)− (u⃗h,σh)∥H×H0(div4/3;Ω) + ∥(φ⃗, σ̃)− (φ⃗h, σ̃h)∥H̃×HΓ(div4/3;Ω)

≤ C
{
dist(u⃗, H̃h) + dist(σ,Hσ

h ) + dist(φ⃗, H̃h) + dist(σ̃,Hσ̃
h )
}
.

Then, from the regularity of the solution and the approximation properties of the finite dimensional subspaces
[16, Sections 5.2 and 5.5], we obtain

∥(u⃗,σ)− (u⃗h,σh)∥H×H0(div4/3;Ω) + ∥(φ⃗, σ̃)− (φ⃗h, σ̃h)∥H̃×HΓ(div4/3;Ω)
≤ C hs

{
∥u∥l,4;Ω + ∥t∥l,Ω

+ ∥σ∥l,Ω + ∥divσ∥l,4/3;Ω + ∥φ∥l,4;Ω + ∥t̃∥l,Ω + ∥σ̃∥l,Ω + ∥div σ̃∥l,4/3;Ω
}
,

(3.52)

which gives the desired result. □

Remark 3.4 From the identities (2.5) and (2.4), we recall that

p = − 1

2d
tr( 2σ + u⊗ u )− cu , with cu := − 1

2d|Ω|

∫

Ω
tr(u⊗ u) ,

which suggests to define the discrete pressure as

ph = − 1

2d
tr( 2σh + uh ⊗ uh )− cuh

, with cuh
:= − 1

2d|Ω|

∫

Ω
tr(uh ⊗ uh) .

Then it is straightforward to demonstrate the existence of a positive constant C, which is independent of h,
such that

∥p− ph∥0,Ω ≤ C
{
∥σ − σh∥div4/3;Ω + ∥u− uh∥0,4;Ω

}
.

Note that the rate of convergence of ph is the same of the rest of variables as in (3.51).

4 A posteriori error analysis

In contrast to the a priori error analysis (cf. Section 3.3), which provides theoretical convergence rates and
estimates the error based on the discretization parameter h, this section is dedicated to the a posteriori error
analysis for the fully mixed finite element method (3.2). The goal is to establish error bounds that depend
on the computed solution and provide practical error estimates for adaptive refinement. Specifically, we aim
to show the existence of positive constants Ceff and Crel such that the following inequality holds

CeffΘ ≤ ∥(u⃗,σ)− (u⃗h,σh)∥H×H0(div4/3;Ω) + ∥(φ⃗, σ̃)− (φ⃗h, σ̃h)∥H̃×HΓ(div4/3;Ω)
≤ CrelΘ, (4.1)

where Θ represents the a posteriori error indicator. This approach allows for the assessment of the error
based on the actual computed solution, enabling effective adaptive mesh refinement strategies to improve
the solution accuracy. In Section 4.1, we establish and review the necessary notations and results to define,
derive, and analyze the a posteriori error estimator. The residual-based indicator is then introduced in
Section 4.2, where its reliability (upper bound of (4.1)) is also demonstrated. Finally, the efficiency property
(lower bound of (4.1)) is established in Section 4.3.

4.1 Preliminary results for the a posteriori error analysis

Mesh faces, jumps, curl operator, and tangential/normal components. Consider a barycentric
refinement mesh T b

h . We denote by Fh the set of all facets (edges or faces, applicable for d = 2 or d = 3),
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with their respective diameters represented as hF . We categorize the facets into internal and boundary
subsets as

F i
h := {F ∈ Fh : F ⊂ Ω} and Fb

h := {F ∈ Fh : F ⊂ Γ}.
For any element T ∈ T b

h , let Fh,T denote its set of facets. These can be further classified into

F i
h,T := {F ⊂ ∂T : F ∈ F i

h} and F b
h,T := {F ⊂ ∂T : F ∈ Fb

h}.
The unit normal vector nF on each facet and the tangential vector sF on each edge are defined as

nF := (n1, . . . , nd)
t ∀F ∈ Fh and sF := (−n2, n1)t ∀F ∈ Fh.

For simplicity, when the context is clear, we will use n and s instead of nF and sF . Let ψ be a sufficiently
smooth scalar-valued function to admit on all F ∈ F i

h possibly two-valued trace, we define the jump on F
as

[[ψ]]F = (ψ
∣∣
T+)

∣∣
F
− (ψ

∣∣
T−)

∣∣
F

where F = ∂T+ ∩ ∂T− and T+, T− ∈ T b
h .

For vector/matrix-valued functions, the above jump operator act component-wise on the function and when-
ever no confusion can arise, we write [[·]] instead of [[·]]F .
Finally, let ψ be a scalar field, v := (v1, . . . , vd)

t a vector field, and τ := (τ 1, . . . , τ d)
t = (τij)1≤i,j≤d a tensor

field, all of which possess partial distributional derivatives ∂xi . We define for d = 2,

curl(ψ) := (∂x2ψ,−∂x1ψ)t , curl(v) := ∂x1v2 − ∂x2v1, curl(τ ) :=

(
curl(τ 1)

t

curl(τ 2)
t

)
, γ∗(v) := v · s.

and for d = 3

curl(v) := ∇× v, curl(τ ) :=



curl(τ 1)

t

curl(τ 1)
t

curl(τ 3)
t


 , γ∗(τ ) :=



τ 1 × n
τ 2 × n
τ 3 × n


 .

Raviart-Thomas Intepolator. For each p ≥ 2d
d+2 , we set

Hp :=
{
τ ∈ H(divp; Ω) : τ |T ∈ W1,p(T ) ∀T ∈ T b

h

}
,

and let
Πℓh : Hp −→ Hp,h :=

{
τ ∈ H(divp; Ω) : τ |T ∈ RT1,p(T ) ∀T ∈ T b

h

}
,

be the Raviart-Thomas intepolation operator defined by the following properties
∫

F
(Πlh(τ ) · n)ξ =

∫

F
(τ · n)ξ ∀ ξ ∈ Pℓ(F ) ∀F ∈ Fh , when ℓ ≥ 0 , and (4.2)

∫

T
Πlh(τ )ψ =

∫

K
τ · ψ ∀ψ ∈ Pℓ−1(T ) ∀T ∈ T b

h , when ℓ ≥ 1 .

Particularly, from [26, Lemma B.67, Lemma 1.101] and [16, Lemma 5.3, eq. (5.38)], there exists a positive
and h−independent constant C such that Πℓh satisfies the local approximation property

∥τ −Πℓh(τ )∥0,p,T ≤ Chk+1
T |τ |k+1,p,T , ∀ τ ∈ Wk+1,p(T ), 0 ≤ k ≤ ℓ , and ∀T ∈ T b

h ,

∥τ −Πℓh(τ )∥0,4/3,T ≤ Ch
1−d/4
T |τ |1,4/3,T , ∀ τ ∈ W1,4/3(T ), ∀T ∈ T b

h .
(4.3)

The tensorial version of Πℓh is denoted by Πℓ
h and operates row-wise as Πℓh.

Clément Interpolator. Consider the space H1
h = {vh ∈ C(Ω) : vh|T ∈ P1(T ) ∀T ∈ T b

h }. Let Ih : H1(Ω) →
H1
h be the well-known Clément interpolation operator. According to [22] (see also [26, Lemma 1.127]), for

any ψ ∈ H1(Ω), there exist positive constants c1 and c2 independent of h, such that the following local
approximation properties hold

∥ψ − Ihψ∥0,T ≤ c1hT ∥ψ∥1,∆(T ) ∀T ∈ T b
h and ∥ψ − Ihψ∥0,F ≤ c2h

1/2
F ∥ψ∥1,∆(F ) ∀F ∈ Fh, (4.4)

where ∆(T ) and ∆(F ) are the sets of elements intersecting T and F , respectively. The vector version of Ih,
denoted by Ih : H1(Ω) → H1

h, is defined component-wise by Ih.

Hemholtz Decompositions. Based on [10, Lemma 4.4] and [14, Lemma 4.4], we recall the following
results regarding the existence of stable Helmholtz decompositions applicable to the spaces H0(divp; Ω) and
HΓ(divp; Ω), respectively. These results are established as follows.
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Lemma 4.1 Let p > 1. Then, for each τ ∈ H(divp; Ω) there exist

a) η ∈ W1,p(Ω) and ξ ∈ H1(Ω) such that τ = η + curl(ξ) when d = 2,

a) η ∈ W1,p(Ω) and ξ ∈ H1(Ω) such that τ = η + curl(ξ) when d = 3.

In addition, in both cases,
∥η∥1,p,Ω + ∥ξ∥1,Ω ≤ CHel∥τ∥divp;Ω,

where CHel is a positive constant independent of all the foregoing variables.

Lemma 4.2 Assume that there exists a convex domain B such that Ω ⊆ B and let ΓN ⊆ Γ such that
ΓN ⊆ ∂B, and let p > 1. Then, for each τ̃ ∈ H(div4/3,Ω) such that τ̃ · n = 0 on ΓN there exist

a) η̃ ∈ W1,p(Ω) and ξ̃ ∈ H1
ΓN

(Ω) such that τ̃ = η̃ + curl(ξ̃) when d = 2,

a) η̃ ∈ W1,p(Ω) and ξ̃ ∈ H1
ΓN

(Ω) such that τ = η̃ + curl(ξ̃) when d = 3,

where H1
ΓN

(Ω) = {ψ ∈ H1(Ω) : ψ|ΓN
= 0} . In addition, in both cases,

∥η̃∥1,p,Ω + ∥ξ̃∥1,Ω ≤ CHel∥τ∥divp;Ω,

where CHel is a positive constant independent of all the foregoing variables.

Bubble functions. Given T ∈ T b
h , we let ϕT be the usual element-bubble function, satisfying (cf. [47])

ϕT ∈ P3(T ), supp(ϕT ) ⊆ T , ψK = 0 on ∂T , and 0 ≤ ϕT ≤ 1 in T. Additionally, there exists C > 0,
independent of h, such that

∥ψT q∥20,T ≤ ∥q∥20,T ≤ C∥ψ1/2
T q∥00,T . (4.5)

4.2 Residual-based a posteriori error estimator reliability

In this section, we introduce and demonstrate the reliability property (upper bound of (4.1)) of the a
posteriori error indicator Θ. The global a posteriori error estimator is formulated as

Θ :=

{ ∑

T∈T b
h

Θ
2
T

}1/2

+

{ ∑

T∈T b
h

Θ̂
4/3
T

}3/4

, (4.6)

where, for each T ∈ T b
h , the local error indicators Θ and Θ̂ are defined as

Θ
2
T = h

2−d/2
T

∥∥∥th −∇uh

∥∥∥
2

0,T
+
∥∥∥σd

h − 2µ(φh + α)th,sym +
1

2
(uh ⊗ uh)

d
∥∥∥
2

0,T

+ h
2−d/2
T

∥∥∥t̃h −∇φh
∥∥∥
2

0,T
+
∥∥∥σ̃h − κt̃h +

1

2
φhuh + U(φh + α)êd

∥∥∥
2

0,T

+ h2T

∥∥∥curl(th)
∥∥∥
2

0,T
+

∑

F∈Fh,T

hF

∥∥∥[[γ∗(th)]]
∥∥∥
2

0,F

+ h2T

∥∥∥curl(t̃h)
∥∥∥
2

0,T
+

∑

F∈F i
h,T

hF

∥∥∥[[γ∗(t̃h)]]
∥∥∥
2

0,F

(4.7)

and

Θ̂
4/3
T =

∥∥∥divσh −
1

2
thuh + f − g[1 + γ(φh + α)]êd

∥∥∥
4/3

0,4/3,T
+
∥∥∥div σ̃h −

1

2
t̃h · uh

∥∥∥
4/3

0,4/3,T
. (4.8)

Remark 4.1 (a) Note that Θ provides a quantitative measure of the discretization error based on the
computed solution from our method (3.2). It is evidently a residual-based indicator, as can be recognized
by a simple inspection of each term defined in the continuous problem (2.9a)-(2.9b).
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(b) Differently from [28], our a posteriori error indicator (4.6) involves the residual terms h
2−d/2
T

∥∥∥th −

∇uh

∥∥∥
2

0,T
and h

2−d/2
T

∥∥∥t̃h−∇φh
∥∥∥
2

0,T
instead of h4T

∥∥th−∇uh
∥∥4
0,4,T

and h4T
∥∥t̃h−∇φh

∥∥4
0,4,T

. In this way,

Θ offers a more refined control by using the L2 norm and considering the dimension d, which can yield
sharper error estimates in higher dimensions. Also, the tensor t and the vector t̃ in our formulation
are sought in L2, making the use of the L2 norm a theoretically consistent choice that aligns with the
function space in which these variables reside.

Before presenting the main result of this section, it is important to note that, for a given (w, ϕ) ∈
L4(Ω) × L4

0(Ω), thanks to the properties satisfied by the bilinear forms Aϕ(·, ·) + C (w; ·, ·) and B(·, ·) and
Ã (·, ·) + C̃ (w; ·, ·) and B̃(·, ·) (cf. Lemmas 2.1, 2.2 and 2.3), it follows (see [26, Proposition 2.36], for
instance) that there exist positive constants ρ, ρ̃ > 0 such that the global inf-sup conditions hold

sup
(v⃗,τ )∈H×H0(div4/3;Ω)

Aϕ(⃗z, v⃗) + C (w; z⃗, v⃗)− B(v⃗, ζ)− B(⃗z, τ )

∥(v⃗, τ )∥H×H0(div4/3;Ω)
≥ ρ ∥(⃗z, ζ)∥H×H0(div4/3;Ω), (4.9a)

sup
(ψ⃗,τ̃ )∈H̃×HΓ(div4/3;Ω)

Ã (η⃗, ψ⃗) + C̃ (w; η⃗, ψ⃗)− B̃(ψ⃗, ζ̃)− B̃(η⃗, τ̃ )

∥(ψ⃗, τ̃ )∥
H̃×HΓ(div4/3;Ω)

≥ ρ̃ ∥(η⃗, ζ̃)∥
H̃×HΓ(div4/3;Ω)

, (4.9b)

for all (⃗z, ζ) ∈ H×H0(div4/3; Ω) and for all (η⃗, ζ̃) ∈ H̃×HΓ(div4/3; Ω) , respectively. These properties are
crucial to establish the main result of this section which is stated as follows.

Theorem 4.3 Under the hypotheses of Theorems 2.10 and 3.7, and assuming that the data is sufficiently
small so that

2 max
{
ρ̃−1C∗

1 (µ, γ,f , g, α, κ, U,Ω) + ρ̃−1C∗
2 (α, κ, U,Ω), ρ

−1C1,ε(µ, γ,f , g, α,Ω)
}
≤ 1 , (4.10)

where the constants C∗
1 ( · ) C∗

2 (·), C1,ε( · ), ρ and ρ̃ are given by (3.13a), (3.13b) (3.42), (4.9a) and (4.9b),
respectively. There exists Crel > 0, independent of h, such that Θ defined by (4.6) satisfies

∥(u⃗,σ)− (u⃗h,σh)∥H×H0(div4/3;Ω) + ∥(φ⃗, σ̃)− (φ⃗h, σ̃h)∥H̃×HΓ(div4/3
≤ CrelΘ . (4.11)

The proof of Theorem 4.3 is carried out in this subsection through consecutive steps. We begin with the
following result, which provides a preliminary upper bound for the total error.

Lemma 4.4 Under the same hypothesis of Theorem 4.3, there exists C1 := 2max{ρ−1, ρ̃−1} > 0 (cf. (4.9a)
and (4.9b)), independent of h, such that

∥(u⃗,σ)− (u⃗h,σh)∥H×H0(div4/3;Ω) + ∥(φ⃗, σ̃)− (φ⃗h, σ̃h)∥H̃×HΓ(div4/3

≤ C1

{
∥∥R

∥∥
[H×H0(div4/3;Ω)]′

+
∥∥R̃

∥∥
[H̃×HΓ(div4/3;Ω)]′

}
,

(4.12)

where R : H × H0(div4/3; Ω) −→ R and R̃ : H̃ × HΓ(div4/3; Ω) −→ R are the linear functionals given,
respectively, by

R(v⃗, τ ) = Fφh
(v⃗)− Aφh

(u⃗h, v⃗)− C (uh, u⃗h, v⃗) + B(v⃗,σh) + B(u⃗h, τ ) (4.13)

and
R̃(ψ⃗, τ̃ ) = F̃ (ψ⃗)− Ã (φ⃗h, ψ⃗h)− C̃ (uh, φ⃗h, ψ⃗) + B̃(ψ⃗, σ̃h) + B̃(φ⃗h, τ̃ ) . (4.14)

Proof. Taking (w, ϕ) = (u, φ) and (⃗z, ζ) = (u⃗,σ)− (u⃗h,σh) in (4.9a), we get

ρ ∥(u⃗,σ)− (u⃗h,σh)∥H×H0(div4/3;Ω)

≤ sup
(v⃗,τ )∈H×H0(div4/3;Ω)

Aϕ(u⃗− u⃗h, v⃗) + C (w; u⃗− u⃗h, v⃗)− B(v⃗,σ − σh)− B(u⃗− u⃗h, τ )

∥(v⃗, τ )∥H×H0(div4/3;Ω)

(4.15)

30



From the linearity of the forms, using the first and second equations of (2.14), and after adding and sub-
tracting Fφh

(v⃗), Aφh
(u⃗h, v⃗), and C (uh; u⃗h, v⃗), we find that

Aϕ(u⃗− u⃗h, v⃗) + C (w; u⃗− u⃗h, v⃗)− B(v⃗,σ − σh)− B(u⃗− u⃗h, τ )

= R(v⃗, τ ) + [Fφ(v⃗)− Fφh
(v⃗)] + [Aφh

(u⃗h, v⃗)− Aφ(u⃗h, v⃗)] + C (u− uh; u⃗h, v⃗) ,
(4.16)

where R( · ) is defined by (4.13). By proceeding as in (2.44), we have that

Fφ(v⃗)− Fφh
(v⃗) ≤ gγ|Ω| 12 ∥φ− φh∥0,4,Ω∥v∥0,4,Ω

≤ gγ|Ω| 12 ∥φ− φh∥0,4,Ω∥(v⃗, τ )∥H×H0(div4/3;Ω) ,
(4.17)

and from part (c) of Lemma 2.3 and the a priori bound (3.12) for u⃗h, we have that

C (u− uh; u⃗h, v⃗) ≤ ∥u− uh∥0,4,Ω ∥u⃗h∥H ∥v⃗∥H

≤ C∗
1 (µ, γ,f , g, α, κ, U,Ω)∥u− uh∥0,4,Ω∥(v⃗, τ )∥H×H0(div4/3;Ω) .

(4.18)

In turn, by adding and subtracting Aφ(u⃗, v⃗) and Aφh
(u⃗, v⃗), grouping terms conveniently, using the definition

of A (·, ·) (cf. (2.15a)), the upper bound for µ (cf. (1.12a)), and proceeding as in (2.46)–(2.47) along with
the regularity hypothesis (2.39), we find that

Aφh
(u⃗h, v⃗)− Aφ(u⃗h, v⃗)

= [Aφh
(u⃗h, v⃗)− Aφh

(u⃗, v⃗)] + [Aφh
(u⃗, v⃗)− Aφ(u⃗, v⃗)] + [Aφ(u⃗, v⃗)− Aφ(u⃗h, v⃗)]

≤ 2

∫

Ω
[µ(φh + α)− µ(φ+ α)]tsym : r

≤ 2Lµ∥iε∥|Ω|
ε
d
− 1

2 ∥φ− φh∥0,4,Ω∥t∥ε,Ω∥r∥0,Ω

≤ 2Lµ∥iε∥|Ω|
ε
d
− 1

2C1,ε∥φ− φh∥0,4,Ω∥(v⃗, τ )∥H×H0(div4/3;Ω) .

(4.19)

Gathering (4.17), (4.18), and (4.19) together and replacing them back in (4.16), we find from (4.15) after
simplifying and using the norm definition in [H×H0(div4/3,Ω)]

′ that

ρ∥(u⃗,σ)− (u⃗h,σh)∥H×H0(div4/3;Ω) ≤
∥∥R

∥∥
[H×H0(div4/3,Ω)]′

+C∗
1 (µ, γ,f , g, α, κ, U,Ω)∥u− uh∥0,4,Ω +C1,ε(µ, γ,f , g, α,Ω)∥φ− φh∥0,4,Ω .

(4.20)

where C1,ε( · ) is the constant defined in (3.42).

Next, to obtain an upper preliminary bound for the error associated with the concentration variables, we
proceed similarly. In (4.9b), we now take w = u, and (η⃗, ζ̃) = (φ⃗, σ̃)−(φ⃗h, σ̃h), use the last two equations of
(2.14), and after adding ans subtracting C̃ (uh; φ⃗h, ψ⃗) and using the norm definition in [H̃×HΓ(div4/3; Ω)]

′,
it follows that

ρ̃ ∥(φ⃗, σ̃)− (φ⃗h, σ̃h)∥H̃×HΓ(div4/3;Ω)

≤ sup
(ψ⃗,τ̃ )∈H̃×HΓ(div4/3;Ω)

Ã (φ⃗− φ⃗h, ψ⃗) + C̃ (u; φ⃗− φ⃗h, ψ⃗)− B̃(ψ⃗, σ̃ − σ̃h)− B̃(φ⃗− φ⃗h, τ̃ )

∥(ψ⃗, τ̃ )∥
H̃×HΓ(div4/3;Ω)

≤
∥∥R̃

∥∥
[H̃×HΓ(div4/3;Ω)]′

+ sup
ψ⃗∈H̃

C̃ (uh − u; φ⃗h, ψ⃗)

∥ψ⃗∥
H̃

≤
∥∥R̃

∥∥
[H̃×HΓ(div4/3;Ω)]′

+ C∗
2 (α, κ, U,Ω)∥u− uh∥0,4,Ω

(4.21)

where we have bounded C̃ according to part (c) of Lemma 2.3 and used the a priori bound (3.12) for φ⃗h in
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the last inequality. Finally, by combining (4.20) and (4.21), we get

∥(u⃗,σ)− (u⃗h,σh)∥H×H0(div4/3;Ω) + ∥(φ⃗, σ̃)− (φ⃗h, σ̃h)∥H̃×HΓ(div4/3;Ω)

≤ ρ−1
∥∥R

∥∥
[H×H0(div4/3,Ω)]′

+ ρ̃−1
∥∥R̃

∥∥
[H̃×HΓ(div4/3;Ω)]′

+
(
ρ−1C∗

1 (µ, γ,f , g, α, κ, U,Ω) + ρ̃−1C∗
2 (α, κ, U,Ω)

)
∥u− uh∥0,4,Ω

+ρ−1C1,ε(µ, γ,f , g, α,Ω) ∥φ− φh∥0,4,Ω .
If the data satisfy (4.10), the terms multiplying ∥u − uh∥0,4,Ω and ∥φ − φh∥0,4,Ω can be absorbed into the
left-hand side of the previous estimate to finally get (4.12) with the constant C1 = 2max{ρ−1, ρ̃−1} > 0.

□

We focus now on bounding the functionals R and R̃ defined by (4.13) and (4.14). Note that we can write
them as

R(v⃗, τ ) = R1(v⃗) +R2(τ ) and R̃(ψ⃗, τ̃ ) = R̃1(ψ⃗) + R̃2(τ̃ ) ,

where

R1(v⃗) = Fφh
(v⃗)− Aφh

(u⃗h, v⃗)− C (uh, u⃗h, v⃗) + B(v⃗,σh) and R2(τ ) = B(u⃗h, τ ) , (4.22)

for all v⃗ ∈ H and τ ∈ H0(div4/3; Ω), and

R̃1(ψ⃗) = F̃ (ψ⃗)− Ã (φ⃗h, ψ⃗h)− C̃ (uh, φ⃗h, ψ⃗) + B̃(ψ⃗, σ̃h) and R̃2(τ̃ ) = B̃(φ⃗h, τ̃ ) . (4.23)

for all ψ⃗ ∈ H̃ and τ̃ ∈ HΓ(div4/3; Ω). Therefore, (4.12) becomes

∥(u⃗,σ)− (u⃗h,σh)∥H×H0(div4/3;Ω) + ∥(φ⃗, σ̃)− (φ⃗h, σ̃h)∥H̃×HΓ(div4/3

≤ C1

{
∥∥R1

∥∥
H′ +

∥∥R2

∥∥
H0(div4/3;Ω)′

+
∥∥R̃1

∥∥
H̃′ +

∥∥R̃2

∥∥
HΓ(div4/3;Ω)′

}
.

The estimations of R1 and R̃1 are obtained straightforwardly by applying the definitions of the forms and
utilizing the Hölder inequality, which immediately gives the following result.

Lemma 4.5 There exist positive constants C2 and C3, independent of h, such that

∥∥R1

∥∥
H′ ≤ C2

{∥∥∥divσh −
1

2
thuh + f − g[1 + γ(φh + α)]êd

∥∥∥
0,4/3,Ω

+
∥∥∥σd

h − 2µ(φh + α)th,sym − 1

2
(uh ⊗ uh)

d
∥∥∥
0,Ω

}
,

∥∥R̃1

∥∥
H̃′ ≤ C3

{∥∥∥div σ̃h −
1

2
t̃h · uh

∥∥∥
0,4/3,Ω

+
∥∥∥σ̃h − κ t̃h +

1

2
φhuh + U(φh + α)êd

∥∥∥
0,Ω

}
.

It is clear from their definitions of R2 and R̃2 in (4.22) and (4.23), as well as the second and fourth equations
of (3.2), that R2(τ h) = R̃2(τ̃ h) = 0 for all τ h ∈ Hσ

h and τ̃ h ∈ H̃σ̃
h . Therefore,

R2(τ ) = R2(τ − τ h) and R̃2(τ̃ ) = R̃2(τ̃ − τ̃ h). (4.24)

These properties are used in Lemmas 4.6 and 4.7 to establish the bounds for the functionals.

Lemma 4.6 There exists a positive constant C4 > 0, independent of h, such that

∥∥R2

∥∥
H0(div4/3;Ω)′

≤ C4

{ ∑

T∈T b
h

Θ
2
1,T

}1/2

, (4.25)

where, for all T ∈ T b
h ,

Θ
2
1,T = h

2−d/2
T

∥∥th −∇uh
∥∥2
0,T

+ h2T
∥∥curl(th)

∥∥2
0,T

+
∑

F∈Fh,T

hF
∥∥ [[γ∗(th)]]

∥∥2
0,F

.
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Proof. We first address the three-dimensional case. According to Lemma 4.1 part (b), for any τ ∈
H0(divp; Ω) there exists η ∈ W1,p(Ω) and ξ ∈ H1(Ω) such that τ = η + curl(ξ). Let us then define
τ h as the discrete Helmholtz decomposition

τ h = Πℓ
h(η) + curl(Ih(ξ)) + c I ∈ Hσ

h where c = − 1

3|Ω|

∫

Ω
tr(Πℓ

h(η) + curl(Ih(ξ)) . (4.26)

Therefore, since R2(c I) = 0 we find that

R2(τ − τ h) = R2

(
η −Πℓ

h(η)
)
+R2

(
curl

(
ξ − Ih(ξ)

))
. (4.27)

On the one hand, using the definition of R2 (cf. (4.22)) and integrating by parts on each element, we get

R2

(
η −Πℓ

h(η)
)
=

∫

Ω
th :

(
η −Πℓ

h(η)
)
+

∑

T∈T b
h

∫

T
uh · div

(
η −Πℓ

h(η)
)

∫

Ω
th :

(
η −Πℓ

h(η)
)
+

∑

T∈T b
h

{ ∑

F∈Fh,T

∫

F
uh ·

(
η −Πℓ

h(η)
)
n −

∫

T
∇uh :

(
η −Πℓ

h(η)
)
}
,

(4.28)

However, since uh ∈ Pℓ(F ), the integrals on the facets in (4.28) vanish due to the property of the Raviart-
Thomas interpolator (cf. (4.2)). Combining this with the Cauchy-Schwarz inequality, the local approxima-
tion property of the Raviart-Thomas interpolator (cf. (4.3)), the discrete Hölder inequality, and the stability
of the Helmholtz decomposition in Lemma 4.1, we obtain

R2

(
η −Πℓ

h(η)
)
=

∑

T∈T b
h

∫

T

(
th −∇uh

)
:
(
η −Πℓ

h(η)
)

≤
∑

T∈T b
h

∥∥th −∇uh
∥∥
0,T

∥∥η −Πℓ
h(η)

∥∥
0,T

≤ C
∑

T∈T b
h

h
1−d/4
T

∥∥th −∇uh
∥∥
0,T

|η|1,4/3,T

≤ C

{ ∑

T∈T b
h

h
2−d/2
T

∥∥th −∇uh
∥∥2
0,T

}1/2∣∣τ
∣∣
div;Ω

(4.29)

On the other hand, again using the definition of R2 (cf. (4.22)), the fact that div(curl
(
ξ − Ih(ξ)

)
) = 0,

an element-wise integration by parts formula, the Cauchy-Schwarz inequality in L2(T ) and L2(F ), the local
approximation properties of the Clément interpolator (cf. (4.4)), the discrete Cauchy-Schwarz inequality,
the uniform boundedness of the number of triangles in the macroelement ∆(T ) and ∆(F ), and the stability
of the Helmholtz decomposition in Lemma 4.1, we have

R2

(
curl

(
ξ − Ih(ξ)

))
=

∫

Ω
τ h : curl

(
ξ − Ih(ξ)

)

=
∑

T∈T b
h

∫

T
curl(th) :

(
ξ − Ih(ξ)

)
+

∑

F∈Fh

∫

F
[[γ∗(th)]] :

(
ξ − Ih(ξ)

)

≤
∑

T∈T b
h

∥∥curl(th)
∥∥
0,T

∥∥ξ − Ih(ξ)
∥∥
0,T

+
∑

F∈Fh

∥∥[[γ∗(th)]]
∥∥
0,F

∥∥ξ − Ih(ξ)
∥∥
0,F

≤
∑

T∈T b
h

c1hT
∥∥curl(th)

∥∥
0,T

∥∥ξ
∥∥
1,∆(T )

+
∑

F∈Fh

c2h
1/2
F

∥∥[[γ∗(th)]]
∥∥
0,F

∥∥ξ
∥∥
0,∆(F )

≤ C

{ ∑

T∈T b
h

h2T
∥∥curl(th)

∥∥2
0,T

+
∑

F∈Fh

hF
∥∥[[γ∗(th)]]

∥∥2
0,F

}1/2

∥τ∥div4/3;Ω

(4.30)

Finally, the estimate (4.25) for R2 follows from the definition of the dual norm in H0(div4/3; Ω), utilizing
the identity (4.24) with τ h as defined in (4.26), which yields (4.27) and the corresponding bounds (4.29)
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and (4.30). For the case d = 2, it suffices to employ the corresponding Helmholtz decomposition provided
by Lemma 4.1, part (a), which involves the curl of the vector-valued function ξ ∈ H1(Ω) and a respective
integration-by-parts formula used in (4.30). □

The following result gives the bound for R̃2.

Lemma 4.7 There exists a positive constant C5 > 0, independent of h, such that

∥∥R̃2

∥∥
HΓ(div4/3;Ω)′

≤ C5

{ ∑

T∈T b
h

Θ
2
2,T

}1/2

,

where, for all T ∈ T b
h ,

Θ
2
2,T = h

2−d/2
T

∥∥t̃h −∇φh
∥∥2
0,T

+ h2T
∥∥curl(t̃h)

∥∥2
0,T

+
∑

F∈F i
h,T

hF
∥∥ [[γ∗(t̃h)]]

∥∥2
0,F

.

Proof. It follows by the same arguments as in the previous lemma, utilizing the Helmholtz decomposition
for the space HΓ(div4/3; Ω) (cf. Lemma 4.2), and noting that the respective component ξ̃ has zero trace on

Γ, and so does its discrete version Ih(ξ̃). Consequently, after applying integration by parts in the analogous
estimate (4.30), the integrals on the boundary faces vanish. □

As a result, the reliability of Θ (cf. Theorem 4.3) is ensured by Lemmas 4.4, 4.5, 4.6, and 4.7.

4.3 Residual-based a posteriori error estimator efficiency

The objective of this section is to show the efficiency property of the error indicator Θ defined by (4.6)-
(4.7)-(4.8). The result is presented as follows.

Theorem 4.8 There exists Ceff > 0, independent of h, such that Θ defined by (4.6) satisfies

Ceff Θ ≤ ∥(u⃗,σ)− (u⃗h,σh)∥H×H0(div4/3;Ω) + ∥(φ⃗, σ̃)− (φ⃗h, σ̃h)∥H̃×HΓ(div4/3
.

Most of term defining the a posteriori error indicator the error indicator Θ appear in related works
addressing a posteriori error analysis based on Banach spaces-based mixed finite element methods. The
following result summarize the estimated of these terms in term of local error approximation.

Lemma 4.9 There exist positive constants Ci, i ∈ {1, 2, ..., 10}, all of them independent of h, such that

(a)
∥∥∥σd

h − 2µ(φh + α)th,sym − 1

2
(uh ⊗ uh)

d
∥∥∥
0,T

≤ C1

{
∥u− uh∥0,4,T + ∥t− th∥0,T + ∥φ− φh∥0,4,T

}

(b)
∥∥∥σ̃h − κt̃h +

1

2
φhuh +U(φh + α)êd

∥∥∥
0,T

≤ C2

{
∥σ̃ − σ̃h∥div4/3,T + ∥u−uh∥0,4,T + ∥t̃− t̃h∥0,T + ∥φ− φh∥1,Ω

}

(c)
∥∥∥divσh − 1

2
thuh + f − g[1 + γ(φh + α)]êd

∥∥∥
0,4/3,T

≤ C3

{
∥σ − σh∥div4/3,T + ∥u − uh∥0,4,T + ∥t − th∥0,T +

∥φ− φh∥0,4,T
}

(d)
∥∥∥div σ̃h − 1

2
t̃h · uh

∥∥∥
0,4/3,T

≤ C4

{
∥σ̃ − σ̃h∥div4/3,T + ∥u− uh∥0,4,T + ∥t̃− t̃h∥0,T

}

(e) h2T

∥∥∥curl(th)
∥∥∥
2

0,T
≤ C5 ∥t− th∥0,T and h2T

∥∥∥curl(t̃h)
∥∥∥
2

0,T
≤ C6 ∥t− th∥0,T , for all T ∈ T b

h .

(g) hF

∥∥∥[[γ∗(th)]]
∥∥∥
2

0,F
≤ C7∥t− th∥0,ωF

and hF

∥∥∥[[γ∗(t̃h)]]
∥∥∥
0,F

≤ C8 ∥t̃− t̃h∥0, ωF , for all F ∈ Fh.

(h) hF

∥∥∥γ∗(t̃h)
∥∥∥
0,F

≤ C9 ∥t̃− t̃h∥0,TF
, for all F ∈ Fb

h , where TF is the element T for which F ∈ Fb
h,T .
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Proof. Estimates (a)-(d) are detailed in [28, Lemma 3.14] for slightly different residual terms, utilizing their
continuous counterparts, Hölder’s inequality, and a priori bounds. Estimates (e) and (f) are found in [28,
Lemma 3.15] (see also [7, Lemmas 4.3 and 4.4]). Finally, estimate (h) follows as in [7, Lemma 3.15] (see also
[29, Lemma 4.15]). □

For the remaining terms, we have the following result.

Lemma 4.10 There exist positive constants C10 and C11, independent of h, such that

(a) h
1−d/4
T

∥∥∥th −∇uh

∥∥∥
0,T

≤ C10

{
∥u− uh∥0,4,Ω + ∥t− th∥0,Ω

}

(b) h
1−d/4
T

∥∥∥t̃h −∇φh
∥∥∥
0,T
C11

{
∥φ− φh∥0,4,Ω + ∥t̃− t̃h∥0,Ω

}

Proof. Define χT = th −∇uh in T and recall that t = ∇u in Ω. Thus, using the element bubble function
properties as stated in (4.5), local integration by parts, and the inverse inequality (cf. [26, Lemma 1.138])
with l = 1, p = 4/3, m = 0, and q = 2, we find

∥χT ∥20,T ≤ C∥ψ1/2
T χT ∥20,T = C

∫

T
ψTχT :

(
th −∇uh

)

≤ C
{∫

T
ψTχT :

(
∇u−∇uh

)
: +

∫

T
ψTχT :

(
th − t

)}

≤ C
{∫

T
div

(
ψTχT

)
·
(
u− uh

)
: +

∫

T
ψTχT :

(
th − t

)}

≤ C
{
∥ψTχT ∥1,4/3,Ω∥u− uh∥0,4,Ω + ∥ψTχT ∥0,Ω∥t− th∥0,Ω

}

≤ C
{
h
−1+d/4
T ∥ψTχT ∥0,Ω∥u− uh∥0,4,Ω + ∥ψTχT ∥0,Ω∥t− th∥0,Ω

}
,

After using the first inequality of (4.5), simplifying and multiplying both sides by h
1−d/4
T , we obtain the

desired result. Note that estimate (b) follows by the same arguments. □

5 Numerical results

This section presents a suite of numerical experiments illustrating the performance of the proposed fully
mixed finite element formulation (3.2), corroborating the theoretical convergence rates established in Theo-
rem 3.9. To ensure the stability of the pair (Hh,Hσ

h ), as established in Theorem 3.1, the computations are
performed on barycentric–refined meshes T b

h , derived from regular triangulations Th of the domain Ω. The
discrete spaces for approximating u, t,σ, φ, t̃, and σ̃ are constructed as specified in (3.1), suitable for order
ℓ ≥ d− 1.

All computations were performed using the FEniCS finite element environment [3] (legacy version 2019.1.0),
with mesh generation and barycentric refinements carried out in Gmsh [30] (version 4.10.3). We first assess
the theoretical convergence rates by means of manufactured smooth solutions in two and three space dimen-
sions. We then investigate the performance of the residual-based a posteriori error estimator for non-smooth
solutions on an L-shaped domain, comparing uniform and adaptive mesh refinement strategies. Next, we
consider a steady bioconvective flow in a square cavity with inclusions, illustrating the robustness of the
adaptive method in complex geometries. Finally, we study a time-dependent bioconvective benchmark with
an Einstein–Batchelor-type viscosity law in a two-dimensional configuration, where the method is shown to
capture the formation of bioconvective plume patterns.

The nonlinear systems are solved using the Newton–Raphson method with the SNES framework from
PETSc and linear systems solved with the MUMPS direct solver. The Newton initial guess is set to

(u
(0)
h , φ0

h, t
(0)
h ) = (0, 0,0). Successive approximations are generated at each iteration, denoted as

coeff(m) := (u
(m)
h , t

(m)
h ,σ

(m)
h , φ

(m)
h , t̃

(m)
h , σ̃h

(m)) ∀m ≥ 1
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Table 5.1: Example 1. Convergence history for the 2D manufactured-solution test on barycentrically refined
meshes with the finite element approximation P1 − P1 − RT1 − P1 − P1 − RT1 (with polynomial degree
ℓ = 1). Here, N represents the number of degrees of freedom associated with each barycentric-refined mesh
T b
h .

N h e(u) r(u) e(t) r(t) e(σ) r(σ) e(φ) r(φ) e(t̃) r(t̃) e(σ̃) r(σ̃) e(p) r(p) eff it

962 1.414 4.64e–01 – 3.88e+00 – 5.55e+00 – 4.22e–01 – 2.04e+00 – 1.53e+01 – 6.54e–01 – 0.53 5
3794 0.707 1.65e–01 1.49 1.85e+00 1.07 2.24e+00 1.31 1.08e–01 1.96 4.85e–01 2.07 2.62e+00 2.55 2.31e–01 1.50 0.43 4

15074 0.354 4.26e–02 1.95 9.08e–01 1.03 6.49e–01 1.79 2.72e–02 1.99 1.29e–01 1.91 6.50e–01 2.01 5.70e–02 2.02 0.37 4
60098 0.177 1.09e–02 1.97 3.98e–01 1.19 2.08e–01 1.64 6.94e–03 1.97 3.33e–02 1.96 1.61e–01 2.01 1.33e–02 2.10 0.36 4
240002 0.088 2.59e–03 2.07 1.43e–01 1.47 6.27e–02 1.73 1.74e–03 1.99 8.40e–03 1.99 4.02e–02 2.00 3.20e–03 2.06 0.36 4
959234 0.044 6.22e–04 2.06 4.21e–02 1.77 1.72e–02 1.87 4.36e–04 2.00 2.10e–03 2.00 1.00e–02 2.00 7.87e–04 2.03 0.35 4

where coeffm ∈ RN , with N representing the total number of degrees of freedom across the finite element
family (Hu

h , Ht
h, Hσ

h , H
φ
h , H

t̃
h, H

σ̃
h ). Convergence is assessed using the relative error between two successive

approximation vectors, coeffm+1 and coeffm, as follows:

∥coeffm+1 − coeffm∥l2
∥coeffm+1∥l2

< tol,

where tol denotes a predefined tolerance level set to 10−7 for both absolute and relative errors and ∥ · ∥l2
is the Euclidean norm in RN . The zero-mean condition for trσ and φ is enforced via two real Lagrange
multipliers.

Convergence is typically achieved in four iterations for all refinement levels. All volume and surface
integrals are evaluated using fourth-order quadrature rules. The a posteriori error indicators are computed
locally in piecewise constant spaces and accumulated according to the residual decomposition defined in
Section 4.

For the convergence tests in both uniform and adaptive mesh refinement, barycentric (Alfeld) refinements
are generated via the command gmsh -barycentric refine file.msh -o file-bary.msh -format msh2,
and subsequently converted into FEniCS-compatible .xml meshes using dolfin-convert.

The individual errors associated with the main unknowns are calculated as

e(u) := ∥u− uh∥0,4;Ω, e(t) := ∥t− th∥0;Ω, e(σ) := ∥σ − σh∥div4/3;Ω

e(φ) := ∥φ− φh∥0,4;Ω, e(t̃) := ∥t̃− t̃h∥0;Ω, e(σ̃) := ∥σ̃ − σ̃h∥div4/3;Ω
and the error associated with the postprocessed pressure as

e(p) := ∥p− ph∥0,Ω .

Furthermore, for any ⋆ ∈ {u, t,σ, φ, t̃, σ̃, p}, we let r(⋆), we define the experimental convergence rate,
r(⋆), as

r(⋆) := − d
log

(
e(⋆)/e′(⋆)

)

log(N/N ′)
,

where N and N ′ represent the total degrees of freedom of two successive meshes, and e(⋆) and e′(⋆) are the
corresponding errors associated with ⋆ on these meshes, respectively.

Finally, the effectivity index associated to the global error estimator Θ is defined as

eff =
etot
Θ

, where etot =
{
e(u)2 + e(t) + e(σ)2 + e(φ)2 + e(t̃) + e(σ̃)2

}1/2
.

Example 1: convergence for smooth solutions in 2D and 3D

We first assess the theoretical convergence rates on the square domain Ω = (−1, 1)2 for the steady biocon-
vection system (1.1). The parameters are fixed as

ê2 = (0, 1), µ(φ) = e−φ, κ = 1, g = 1, γ = α = 0.5, U = 0.01.
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Table 5.2: Example 1. Convergence history and iteration count for the fully mixed approximation P2−P2−
RT2 − P2 −P2 −RT2 (ℓ = 2).

N h e(u) r(u) e(t) r(t) e(σ) r(σ) e(φ) r(φ) e(t̃) r(t̃) e(σ̃) r(σ̃) e(p) r(p) eff it

1946 1.414 1.88e–01 – 1.81e+00 – 1.46e+00 – 1.58e–01 – 8.26e–01 – 1.93e+00 – 3.46e–01 – 0.15 4
7706 0.707 2.57e–02 2.87 5.03e–01 1.85 2.79e–01 2.39 1.21e–02 3.70 6.48e–02 3.67 1.02e–01 4.25 6.81e–02 2.35 0.13 4
30674 0.354 3.64e–03 2.82 1.44e–01 1.80 6.44e–02 2.11 1.38e–03 3.14 8.64e–03 2.91 1.39e–02 2.87 1.37e–02 2.31 0.17 4

122402 0.177 3.44e–04 3.40 2.42e–02 2.57 9.83e–03 2.71 1.69e–04 3.03 1.08e–03 2.99 1.62e–03 3.10 1.91e–03 2.85 0.19 4
489026 0.088 3.37e–05 3.35 3.24e–03 2.90 1.29e–03 2.94 2.10e–05 3.01 1.34e–04 3.02 1.91e–04 3.08 2.45e–04 2.96 0.19 4
1954946 0.044 3.84e–06 3.14 4.13e–04 2.97 1.63e–04 2.98 2.62e–06 3.00 1.66e–05 3.00 2.33e–05 3.03 3.08e–05 2.99 0.19 4

A manufactured smooth solution with the following primary unknowns

u(x, y) =

(
cos(πx) sin(πy)
− sin(πx) cos(πy)

)
, p(x, y) = sin(πx) cos(πy), φ(x, y) = 1 + sin(πx) sin(πy),

is used to derive analytic forms of the mixed variables, the forcing terms and boundary data, ensuring
exact satisfaction of the governing equations. Non-homogeneous Dirichlet conditions are applied for u, and
natural flux conditions for φ.

The mixed finite element spaces employ Raviart–Thomas elements RTℓ for flux variables and discontin-
uous Galerkin elements DGℓ for all remaining fields, with ℓ ≥ d − 1. The meshes are successively refined
barycentrically, yielding characteristic sizes h from approximately 1.4 down to 4.4×10−2. The total number
of degrees of freedom ranges from fewer than 103 to almost two million on the finest grid.

Tables 5.1 and 5.2 provide a summary of the errors and associated convergence rates for finite element
approximations using Pℓ − Pℓ − RTℓ − Pℓ − Pℓ − RTℓ families for ℓ = 1 and ℓ = 2, respectively. Table
5.1 particularly says that, when using ℓ = 1, the error magnitudes exhibit quadratic convergence rates
with respect to the mesh size h for all the variables, aligning with the theoretical expectations in Theorem
3.9. The effectivity index of the residual-based estimator stabilises around 0.35, and the nonlinear iteration
count remains mesh-independent, achieving the prescribed tolerance in four iterations. Additionally, Table
5.2 illustrates that, by elevating the polynomial order to ℓ = 2, the method now achieves almost third-
order convergence for all primal variables, while the stress and flux approximations approach the same
asymptotic order O(h3). This observation not only demonstrates superior convergence performance but
also corroborates the theoretical predictions. The residual-based error indicator remains asymptotically
efficient (the effectivity index decreases slightly compared to the lower order case but still reaches a constant
value), reflecting the higher resolution of the discrete solution relative to the estimator for nonlinear coupled
problems of this kind.

In Figure 5.1, we present the approximate solutions generated by our fully mixed technique on a barycentric–
refined mesh with N = 1954946 degrees of freedom.

We further confirm the convergence properties in 3D by examining the approximate solutions of the
bioconvection system with the following manufactured solutions defined on the unit cube domain Ω = (0, 1)3:

u(x, y, z) =




sin(πx) cos(πy) cos(πz)
−2 cos(πx) sin(πy) cos(πz)
cos(πx) cos(πy) sin(πz)


 , p(x, y, z) = sin(πx) cos(πy) sin(πz),

φ(x, y, z) = sin(πx) sin(πy) sin(πz) + 1.

We use the polynomial degree ℓ = 2 (we recall that ℓ = 1 is not sufficient for the 3D case) and set the
coefficients for this case as κ = g = 1, γ = α = 0.5, U = 0.01. The observed rates confirm the optimal
approximation properties of the mixed finite element spaces under barycentric refinement. However it seems
that the effectivity index decreases with h. The number of required nonlinear iterations to converge is 4 in
all mesh refinements. We also note from Figure 5.2 that even for a relatively coarse mesh all fields are very
accurate, since the number of degrees of freedom is quite large (more than 3M).
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Figure 5.1: Example 1. Approximate solutions for the 2D manufactured problem with ℓ = 2: velocity line
integral contours, strain rate magnitude, pseudostress magnitude, concentration profile, diffusive flux and
total flux magnitudes, and postprocessed pressure.

Table 5.3: Example 1. Convergence history for the 3D steady bioconvection test with polynomial degree
ℓ = 2.

N h e(u) r(u) e(t) r(t) e(σ) r(σ) e(φ) r(φ) e(t̃) r(t̃) e(σ̃) r(σ̃) e(p) r(p) eff it

6050 1.732 2.26e–01 – 1.89e+00 – 1.05e+00 – 1.05e–01 – 3.36e–01 – 1.90e+00 – 1.65e–01 – 0.094 4
47810 1.225 4.93e–02 4.40 5.74e–01 3.43 2.44e–01 4.22 1.88e–02 4.98 6.10e–02 4.93 2.11e–01 6.34 3.97e–02 4.11 0.048 4

380162 0.612 7.81e–03 2.66 1.50e–01 1.94 5.38e–02 2.18 2.91e–03 2.69 8.79e–03 2.79 2.64e–02 3.00 7.97e–03 2.32 0.020 4
3032066 0.306 9.67e–04 3.01 2.65e–02 2.50 8.71e–03 2.63 3.84e–04 2.92 1.16e–03 2.93 3.37e–03 2.97 1.12e–03 2.83 0.0049 4

Example 2: convergence for non-smooth solutions under uniform and adaptive mesh
refinement

We perform convergence tests for the mixed finite element scheme for the bioconvection equations using the
non-regular Verfürth manufactured solutions on an L-shaped domain (see, e.g., [12]):

u(r, θ) = rλ
(
(1 + λ) sin(θ)ψ(θ) + cos(θ)ψ′(θ)
sin(θ)ψ′(θ)− (1 + λ) cos(θ)ψ(θ)

)
, p(r, θ) = −ν r

λ−1

1− λ
((1 + λ)2ψ′(θ) + ψ′′′(θ)),

φ(r, θ) = r
2
3 sin(

2

3
θ),

in polar coordinates centered at the origin (r, θ) ∈ (0,∞)× (0, 3π2 ), where

ψ(θ) =
sin((1 + λ)θ) cos(λw)

1 + λ
− cos((1 + λ)θ)− sin((1− λ)θ) cos(λw)

1− λ
+ cos((1− λ)θ).

Here λ = 856399
1572864 ≈ 0.5444837 is the smallest positive solution of sin(λw)+λ sin(w) = 0, and we take w = 3π

2 .
Second-order derivatives for velocity (and first order derivatives for pressure and vorticity) are not square
integrable, and therefore these solutions do not have higher regularity. Nevertheless, the exact boundary
velocity is zero on the reentrant edges (at θ = 0 and θ = 3π

2 ) and so the boundary data oscillation can be
considered of high order. The parameters are taken adimensional and fixed to κ = g = γ = α = U = 1.

In the computation pipeline we follow [28, Algorithm 1]. Adaptive refinement employs Dörfler marking
with θ = 0.5 and follows the classical solve–estimate–mark–refine cycle, applied to a two-level macro–bary-
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Figure 5.2: Example 1. Approximate solutions for the 3D manufactured problem with ℓ = 2: velocity
streamlines, strain rate magnitude, pseudostress magnitude, slices of concentration profile, diffusive flux
and total flux streamlines, and slices of postprocessed pressure.

centric mesh hierarchy. Finite element spaces are defined on the barycentrically refined mesh. Then we
compute the approximate solution. Local estimators are first computed on the barycentric mesh and pro-
jected onto the macro mesh to mark elements for refinement. Barycentric refinement then regenerates the
next barycentric mesh for the next finite element spaces. Cells exceeding a fraction of the maximum indicator
are refined iteratively until the prescribed tolerance is reached.

Figure 5.3 reports convergence histories for polynomial degrees ℓ = 1 and ℓ = 2, including errors in
velocity e(u), gradient e(t), stress e(σ), concentration e(φ), auxiliary fluxes e(t̃) and e(σ̃), pressure e(p),
and total error etot. The results demonstrate suboptimal convergence for all fields (even sub-linear) for the
case of uniform refinement while optimal or superconvergent behaviour is restored under adaptive mesh
refinement. Effectivity indices remain between 0.035 and 0.4, and we note that for the adaptive refinement
case these numbers reach a plateau. Figure 5.4 shows adaptively refined meshes and approximate solutions
obtained with the scheme using ℓ = 2. Local contributions of Θ accurately identify regions of high residuals
near the reentrant corner, where steep gradients in pressure, velocity, and microorganism concentration
occur.

Example 3: adaptive mesh refinement in a square cavity with inclusions

Next, we consider bioconvective flow in a square domain with two square inclusions. The geometry follows
the configuration used in [37] for thermo-bioconvection of gyrotactic micro-organisms. The square has base
10 cm with two inclusions of 2.5 cm per side. While for the flow we consider no-slip boundary conditions
everywhere, the boundary conditions for the concentration equations are different than those analyzed in
the paper. We set φ = α on the outer left edge and φ = 1+α on the outer right sub-boundary, and impose
σ̃ · n = 0 on the outer top and bottom as well as on the boundaries of the inclusions. Then we no longer
require to enforce the mean value of the concentration. The remaining parameters are as follows:

α ∈ {0, 0.01, 0.2, 0.3}, µ(φ) = µ0e
−φ−α, g = 9.8, γ = κ = 0.1, U = 0.01, µ0 = 1.

We generate a coarse macro mesh and its corresponding barycentric refinement, and we solve for each value
of α and for seven steps of adaptive mesh refinement with the Dörfler agglomeration coefficient set to θ = 0.2
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Figure 5.3: Example 2. Convergence for each field variable against non-smooth solutions on an L-shaped
domain using uniform and adaptive mesh refinement with barycentrically refined meshes. The bottom right
plot shows effectivity indexes for all cases. For reference we show triangles indicating linear and cubic slopes.

(for the previous examples we had taken 0.5). For the case of higher α the Newton–Raphson algorithm takes
six iterations to reach the prescribed tolerance, irrespective of the mesh refinement level. For this example
we are using the polynomial degree ℓ = 1. We show in Figure 5.5 three samples of adapted grids and we also
show approximate solutions (we only include velocity, concentration and flux) for the case of α = 0.3. The
mesh plots indicate a much more marked refinement near the reentrant corners of the square inclusions as
well as near the right edge of the domain – which is where the high gradient of concentration is. All fields
show very well resolved profiles.

Example 4: application to time-dependent bioconvective flows

Finally, we consider a physically motivated benchmark that exhibits strong bioconvection coupling. The
flow is driven by density differences arising from microorganism concentration gradients. We use the Ein-
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Figure 5.4: Example 2. Approximate solutions for the 2D manufactured problem on an L-shaped domain
with ℓ = 2 and rendered on a coarse mesh: velocity line integral contours, strain rate magnitude, pseu-
dostress magnitude, slices of concentration profile, diffusive flux and total flux line integral contours, and
postprocessed pressure. The bottom row shows four adaptively refined meshes.

stein/Batchelor motivated model as in [9]

µ(φ) =





µ0, φr ≤ 0,

µ0
(
1 + 2.5φr + 5.3φ2

r

)
, 0 < φr ≤ 0.10,

µ0 exp

(
2.5φr

1− 1.4φr

)
, 0.10 < φr ≤ 0.60,

µ0 exp(9.375), φr > 0.60,

φr = φ/φmax,

with µ0 = 0.01 [cm2/s] (reference viscosity), and φmax = 7 · 106. These choices follow the modelling and
numerical examples in [25] and use the model parameters

κ = 0.01 [cm2/s], U = 0.1 [cm/s], g = 980.665 [cm2/s], γ = 5 · 10−5 [cm2/cells].

The computational domain is the rectangle Ω = (0, L) × (0, H), with L = 16 cm and H = 2 cm. We
use a time-dependent variant of the model problem, including simply a backward Euler discretization of the
acceleration and concentration rate terms with a constant time step of ∆t = 0.25 s. The boundary conditions
for velocity are different than those analyzed in the paper: we impose no-slip conditions on the bottom and
vertical walls, whereas we set a slip condition u · n = 0 and a zero shear traction on the top boundary.
We run the simulations until the final time T = 150 s. The results of the computations (using again ℓ = 1
in this case) are shown in Figure 5.6. For earlier times the solution is essentially quiescent: u ≈ 0 except
near the top boundary and φ varies only slowly in the vertical direction (no pattern). For larger times, we
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1.4e-06 4.1e-010.2 3.0e-01 1.4e+001 1.1e-04 1.9e-010.1

Figure 5.5: Example 3. Bioconvection of micro-organisms on a cavity with square inclusions and mixed
boundary conditions. Velocity line integral contours, concentration profile, and total flux line integral
contours for the case α = 0.3. The bottom row shows three samples of adaptively refined meshes.

3.5e-06 3.9e-010.2 3.4e-06 4.6e-010.2 0.3

2.1e+01 1.5e+03500 2.1e+01 1.5e+03500

6.7e-07 1.9e+05100000 1.4e-03 9.9e+0440000

2.6e-03 4.9e+062e+6 3e+6 1.2e+00 4.5e+062e+6 3e+6

Figure 5.6: Example 4. Snapshots of the numerical solution (showing here only velocity, stress magnitude,
flux, and concentration) at t = 75 s (left) and t = 150 s (right).

observe that bioconvective patterns develop: concentrated rising plumes or cellular recirculations appear,
with strong vertical gradients of concentration and localised shear in velocity. This is in agreement with the
simulations reported in [25, Example 2].
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