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Abstract

In this paper we propose and analyse a new formulation and pointwise divergence-free mixed finite
element methods for the numerical approximation of Darcy–Brinkman equations in vorticity–velocity–
pressure form, coupled with a transport equation for thermal energy with viscous dissipative effect
and mixed Navier-type boundary conditions. The solvability analysis of the continuous and discrete
problems is significantly more involved than usual as it hinges on Banach spaces needed to prop-
erly control the advective and dissipative terms in the non-isothermal energy balance equation. We
proceed by decoupling the set of equations and use the Banach fixed-point theorem in combination
with the abstract theory for perturbed saddle-point problems. Some of the necessary estimates are
straightforward modifications of well-known results, while other technical tools require a more elabo-
rated analysis. The velocity is approximated by Raviart–Thomas elements, the vorticity uses Nédélec
spaces of the first kind, the pressure is approximated by piecewise polynomials, and the temperature
by continuous and piecewise polynomials of one degree higher than pressure. Special care is needed to
establish discrete inf-sup conditions since the curl of the discrete vorticity is not necessarily contained
in the discrete velocity space, therefore suggesting to use two different Raviart–Thomas interpolants.
A discrete fixed-point argument is used to show well-posedness of the Galerkin scheme. Error esti-
mates in appropriate norms are derived, and a few representative numerical examples in 2D and 3D
and with mixed boundary conditions are provided.
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1 Introduction

Scope. The interplay of vorticity and viscous dissipation in natural convection within high permeability
porous media results in intricate flow and thermal dynamics. Vorticity enhances mixing and improves
heat transfer efficiency, while viscous dissipation raises the local temperature, potentially altering the
overall thermal gradient that drives convection. To accurately predict the system performance and design
effective solutions, these interactions need to be thoroughly understood and appropriately modelled. We
consider the numerical analysis of the coupled Brinkman equations with temperature including a viscous
dissipation term. In fluid saturated porous domains with relatively large permeabilities (as in the regime
where Brinkman equations hold), viscous dissipation effects within the fluid are typically non-negligible
as discussed in [21]. In the case of clear fluid, the viscous dissipation term typically includes a nonlinearity
in the form of the velocity scaled by its own Laplacian. In contrast, the type of viscous dissipation used
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here (and more appropriate for flow in porous media) has a nonlinear term depending on the square
filtration velocity modulus and it represents the power per unit volume generated by the dissipation (see
also [10]). Some of the common features of viscous dissipation (acting as an internal heat generation
mechanism) include the onset of unstable temperature gradients and secondary buoyant flow patterns
that are not induced by external thermal forcing terms.

The formulation of incompressible viscous flow equations using vorticity (or microrotation), velocity
and pressure has been used and analysed extensively in, e.g., [1, 2, 8, 7, 11, 17, 19, 22, 14, 28, 31, 37, 43, 44].
Later on, models for coupled advection-diffusion equations and vorticity-based viscous flow formulations
have been introduced in [6, 34] (see also the recent contribution [24]). For the analysis in this case one
needs to require higher regularity of the Brinkman filtration velocity, for example. One can also follow
[12] (designed for the coupling of thermal energy equation and Darcy flow in mixed form) treating the
advective term with a duality argument and invoking continuity and compactness of suitably chosen
operators, and requiring further that the concentration-dependent permeability is Lipschitz continuous
and uniformly bounded away from zero. Alternatively to those approaches, here we follow the series of
works [26, 15, 18, 25] (see also the references therein) where the functional structure of the problem is
generalised to Banach spaces. This strategy has a number of advantages, such as relaxing the regularity
assumptions and not needing to include augmented Lagrangian terms, but it exhibits a more involved
functional structure. This approach requires to find suitable Banach spaces that would allow us to show
boundedness of all linear and nonlinear forms. We herein work with vorticity in the space H(curls,Ω)
(vector fields in L2(Ω) whose curl is in Ls(Ω)) and velocity in the space Hr(div,Ω) (vector fields in Lr(Ω)
whose divergence is in L2(Ω)), with 1

r + 1
s = 1.

We use a fixed-point approach to separate the Brinkman and viscous dissipated heat equations, and
the functional framework for the Brinkman equations requires the analysis of a perturbed saddle-point
problem. The required inf-sup conditions necessitate non-standard regularity properties of auxiliary
boundary value problems not typically available in the literature. For vector potentials it is possible to
use the elegant theory from the series of papers [3, 4, 5] (see also [38]), which holds for any Lebesque
exponent larger than one. However, the assumptions that lead to that theory do not apply to our case
since the two sub-boundaries in our domain meet. Therefore we appeal to the works in [35, 36] and use
a new auxiliary problem in the range of admissible Lebesgue exponents.

Another distinctive feature of the present paper appears at the discrete level. As a consequence again
of the functional structure, one of the issues is that the curl of the discrete vorticity is not in the same
space as the discrete velocity. We then need to define two Raviart–Thomas type interpolators and use
commutativity properties in the H(curl) space associated with vorticity and the extra Raviart–Thomas
space. The approach used here might be of benefit for the analysis of other systems with similar Banach
structure.

Plan of the paper. The rest of the manuscript has been organised as follows. Notations and basic
definitions to be utilised throughout the paper are collected in the remainder of this section. Section 2
states the strong form of the coupled problem in its classical form and also in terms of vorticity. There we
also give a weak formulation. The well-posedness analysis of the continuous weak problem is developed
in Section 3 using a fixed-point approach. A finite element method is defined in Section 4, where we
also derive the analysis of existence and uniqueness of solution to the discrete problem. In Section 5 we
recall interpolation properties of specifies finite element subspaces, and derive a general Céa estimate.
Section 6 is devoted to showing numerically the optimal convergence of the method and we perform some
benchmark tests to further validate the proposed computational methods.

Preliminaries and recurrent notation. We will adopt standard terminology for Sobolev spaces and
norms. Throughout the text, given a normed space S, by the boldface symbol S we will denote the vector
extension Sd. If S is a generic Banach space we denote its dual space by S′. The continuous and surjective
linear trace map is denoted as γ : H1(Ω)→ H1/2(∂Ω) for which when u is continuous then γ(u) = u|∂Ω.
The boldface γ will denote the vector-valued counterpart of γ. Similarly, the normal and tangential trace
operators are denoted by γn : H(div,Ω) → H−1/2(∂Ω) and γτ : H(curl,Ω) → H−1/2(∂Ω), respectively.
We employ 0 to denote a generic null vector, and follow the convention that C, with or without subscripts,
denotes a generic positive constant independent of the discretisation parameters, which may take different
values at different instances. We use the notation A . B for the inequality A ≤ CB, where A and B are
two scalar fields, and C is a generic constant.
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2 Model problem and its weak formulation

2.1 Natural convection with viscous dissipation

Let us consider a simply connected, bounded Lipschitz domain Ω ⊂ Rd where d ∈ {2, 3}, occupied by
an incompressible fluid in a non-isothermal regime moving within a fully saturated porous media. The
domain boundary ∂Ω is partitioned into disjoint sub-boundaries where slip and tangential vorticity trace
conditions are imposed ∂Ω := Γ ∪ Σ, Γ ∩ Σ = ∅, and it is assumed for sake of simplicity that both
sub-boundaries are non-empty |Γ| · |Σ| > 0. For a sufficiently smooth external body force f : Ω → Rd
and external heat source g : Ω → R, we consider the following form of the equations of steady natural
convection in their velocity–pressure–temperature form and using dimensional units (see, for example,
[20] but here not taking into account the Rayleigh dissipation)

µ

κ
u− µ′∆u+∇p = ρf(T ) in Ω, (2.1a)

divu = 0 in Ω, (2.1b)

σ0T + u · ∇T − α∆T = g +
µ

κc′ρ
u · u in Ω, (2.1c)

stating the balance of linear momentum and of mass, and the balance of energy including the viscous
dissipation function on the right-hand side, which is proportional to the square modulus of the seepage
velocity (the kinetic energy, see [41]). While viscous dissipation is a significant factor in driving convection
inside the fluid-saturated porous medium, fluid phase and solid phase of the porous medium are assumed
to be in local thermal equilibrium. In high-permeability porous media, the flow behaviour becomes more
complex due to the intensified interaction between the fluid and the porous matrix. Such an interaction
is significantly affected by, e.g., vorticity patterns and viscous dissipation, which are crucial in shaping
the convection patterns and thermal distribution within the medium.

We also consider the following set of boundary conditions representing zero tangential traces of vortic-
ity and slip velocity (the so-called Navier boundary condition) together with insulated boundaries on the
component Γ; while non-tangential flow velocity, vanishing pressure, and fixed temperature are prescribed
on the remainder of the boundary:

curlu× n = 0, u · n = 0 and α∇T · n = 0 on Γ, (2.1d)

u× n = 0, p = 0 and T = 0 on Σ. (2.1e)

The model coefficients are the fluid mass density ρ, the dynamic viscosity µ, the effective dynamic
viscosity in the porous layer µ′, the permeability of the porous medium κ, specific heat capacity per
unit mass of the fluid c′, heat capacity ratio σ0, and the thermal diffusivity α. The linear Oberbeck–
Boussinesq approximation is considered, and the exerted force due to changes in temperature is linearly
temperature-dependent

f(T ) = −β(T − T0)g,

with β a positive constant (thermal expansion coefficient), T0 a reference temperature, and g gravity.

Problem (2.1) can be equivalently set in terms of velocity, vorticity, pressure, and temperature. For
this we rewrite the momentum and energy balance equations using the rescaled vorticity vector

ω :=
√
µ′ curlu.

Using the vector identity
curl curlu = −∆u+∇(divu),

in combination with both the incompressibility constraint and the assumption of constant apparent
viscosity leads to the following set of equations.

ω −
√
µ′ curlu = 0 in Ω, (2.2a)

µ

κ
u+

√
µ′ curlω +∇p = ρf(T ) in Ω, (2.2b)

divu = 0 in Ω, (2.2c)

σ0T + u · ∇T − α∆T = g +
µ

κc′ρ
|u|2 in Ω, (2.2d)

Note the compatible vorticity trace boundary condition (the first relation in (2.1d)) reads now ω×n = 0
on Γ.
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2.2 Weak formulation

We start by considering the real numbers r > 1, s > 1 and recall the definition of the following functional
spaces

H(curls,Ω) =
{
ζ ∈ L2(Ω) : curl ζ ∈ Ls(Ω)

}
, Hr(div,Ω) =

{
v ∈ Lr(Ω) : div v ∈ L2(Ω)

}
,

H1(Ω) = {ψ ∈ L2(Ω) : ∇ψ ∈ L2(Ω)},

endowed with the norms

‖ζ‖curls,Ω := ‖ζ‖0,Ω + ‖curl ζ‖Ls(Ω) , ‖v‖r,div,Ω := ‖v‖Lr(Ω) + ‖div v‖0,Ω ,

‖S‖21,Ω := ‖S‖20,Ω + ‖∇S‖20,Ω , (2.3)

respectively. Notably both H(curls,Ω),Hr(div,Ω) are Banach in these norm topologies. In view of the
boundary conditions, we also define the following closed subspaces

H?(curls,Ω) := {ζ ∈ H(curls,Ω) : γτζ = 0 on Γ},
Hr
?(div,Ω) := {v ∈ Hr(div,Ω) : γnv = 0 on Γ},

H1
?(Ω) := {S ∈ H1(Ω) : γS = 0 on Σ},

where the boundary specification is to be understood in the sense of traces restricted to sub-boundaries.
We remark that if ζ ∈ H(curls,Ω) then its tangential component γτζ is defined in the trace space
W−1/s,s(∂Ω) and if v ∈ Hr(div,Ω) then its normal component γnv is defined in W−1/r,r(∂Ω).

Proceeding, we multiply the momentum balance, constitutive, mass, and energy equations by suitable
test functions and to integrate by parts over the domain. Note that for the divergence-based terms we
use the following form of the Gauss formula conveniently extended to the case of Banach spaces (see,
e.g., [16, Section 2.2]):∫

Ω

v · ∇q = −
∫

Ω

div v q + 〈γnv, γq〉 ∀v ∈ Ht(div,Ω), q ∈W1,t′(Ω),

where 〈·, ·〉 denotes the duality product between W−1/t,t(∂Ω) and W1/t,t′(∂Ω), with 1 < t <∞. Similarly,
for curl-based terms we use a generalisation of [27, Theorem 2.11] (see, e.g., [4, Section 2]):∫

Ω

curlv · ζ =

∫
Ω

v · curl ζ + 〈γτζ,γv〉 ∀ζ ∈ H(curlt,Ω),v ∈W1,t′(Ω),

where 〈·, ·〉 denotes the pairing between W−1/t,t(∂Ω) and its dual W1/t,t′(∂Ω).

We then arrive at the following weak formulation for (2.2): for given g ∈ L∞(Ω) and g ∈ L2(Ω), find
(ω,u, p, T ) ∈ H?(curls,Ω)×Hr

?(div,Ω)× L2(Ω)×H1
?(Ω) such that∫

Ω

ω · ζ −
√
µ′
∫

Ω

u · curl ζ = 0 ∀ζ ∈ H?(curls,Ω), (2.4a)

−
√
µ′
∫

Ω

curlω · v − µ

κ

∫
Ω

u · v +

∫
Ω

p div v = −ρ
∫

Ω

f(T ) · v ∀v ∈ Hr
?(div,Ω), (2.4b)∫

Ω

q divu = 0 ∀q ∈ L2(Ω), (2.4c)

σ0

∫
Ω

T S +

∫
Ω

(u · ∇T )S + α

∫
Ω

∇T · ∇S =

∫
Ω

g S +
µ

κc′ρ

∫
Ω

|u|2 S ∀S ∈ H1
?(Ω), (2.4d)

where we have also used the boundary conditions (2.1d)–(2.1e).

For ω, ζ ∈ H?(curls,Ω), u,v ∈ Hr
?(div,Ω), p, q ∈ L2(Ω), T, S ∈ H1

?(Ω), we define the following
bilinear and trilinear forms, as well as the (affine,linear)-form F and linear functional G:

a1(ω, ζ) :=

∫
Ω

ω · ζ, b1(ζ,v) := −
√
µ′
∫

Ω

curl ζ · v, b2(v, q) :=

∫
Ω

q div v,

a2(u,v) :=
µ

κ

∫
Ω

u · v, a3(T, S) := σ0

∫
Ω

T S + α

∫
Ω

∇T · ∇S, c1(v;T, S) :=

∫
Ω

(v · ∇T )S,
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c2(u,v;S) :=
µ

κc′ρ

∫
Ω

(u · v)S, F (S;v) := ρβ

∫
Ω

(S − T0)g · v, G(S) :=

∫
Ω

g S,

and denote by Bi and B∗i the operators induced by the bilinear form bi(·, ·), i = 1, 2:

B1 : H?(curls,Ω)→ [Hr
?(div,Ω)]′, 〈B1(ζ),v〉 := b1(ζ,v), B∗1 : Hr

?(div,Ω)→ [H?(curls,Ω)]′,

B2 : Hr
?(div,Ω)→ [L2(Ω)]′, 〈B2(v), q〉 := b2(v, q), B∗2 : L2(Ω)→ [Hr

?(div,Ω)]′.

The system (2.4) is rewritten as follows: find the tuple (ω,u, p, T ) ∈ H?(curls,Ω)×Hr
?(div,Ω)×L2(Ω)×

H1
?(Ω) such that

a1(ω, ζ) + b1(ζ,u) = 0 ∀ζ ∈ H?(curls,Ω), (2.5a)

b1(ω,v)− a2(u,v) + b2(v, p) = F (T ;v) ∀v ∈ Hr
?(div,Ω), (2.5b)

b2(u, q) = 0 ∀q ∈ L2(Ω), (2.5c)

a3(T, S) + c1(u;T, S)− c2(u,u;S) = G(S) ∀S ∈ H1
?(Ω). (2.5d)

3 Unique solvability analysis of the continuous formulation

The well-posedness analysis of (2.5) shall use Banach fixed-point theory. To do so we will separate the
Darcy–Brinkman equations (2.5a)–(2.5c) (and will consider a reduced problem in the Kernel of B2), from
the energy equation (2.5d).

3.1 Preliminaries

Given an arbitrary t ∈ (1,∞), consider for each z ∈ Lt(Ω) the function

Jt(z) :=

{
|z|t−2 z if z 6= 0 ,

0 otherwise.
(3.1)

The following two technical results from [25] provide a useful pairing property, and an appropriate rela-
tionship between divergence-free vector fields, respectively. The second result is here adapted to the case
of mixed boundary conditions.

Lemma 3.1. Let t, t′ ∈ (1,∞) be such that 1
t + 1

t′ = 1. Then, for each z ∈ Lt(Ω) there hold

w := Jt(z) ∈ Lt
′
(Ω) , z = Jt′(w) , and (3.2a)∫

Ω

z ·w = ‖z‖tLt(Ω) = ‖w‖t
′

Lt′ (Ω)
= ‖z‖Lt(Ω) ‖w‖Lt′ (Ω), (3.2b)

and therefore Jt : Lt(Ω)→ Lt
′
(Ω) and Jt′ : Lt

′
(Ω)→ Lt(Ω) are bijective and inverse to each other.

Lemma 3.2. Let t, t′ ∈ (1,∞) be such that 1
t + 1

t′ = 1. Then, there exists a linear and bounded operator

Dt′ : Lt
′
(Ω)→ Lt

′
(Ω) satisfying

div(Dt′(w)) = 0 in Ω and Dt′(w) · n = 0 on Γ, ∀w ∈ Lt
′
(Ω) . (3.3)

Moreover, for each z ∈ Lt(Ω) such that div(z) = 0 in Ω and z · n = 0 on Γ, there holds∫
Ω

z · Dt′(w) =

∫
Ω

z ·w ∀w ∈ Lt
′
(Ω). (3.4)

Let us now present, in a form which is convenient for our analysis, the following result regarding
integrability of vector potentials in the case of mixed boundary conditions.

Lemma 3.3. If f ∈ Ls(Ω) with div f = 0 and (f · n)|Γ = 0, then there exists a unique z ∈ W1,s(Ω)
solution to

curl z = f and div z = 0 in Ω,
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z · n = 0 on Σ, (3.5)

z × n = 0 on Γ,

which satisfies
‖ curl z‖Ls(Ω) . ‖f‖Ls(Ω). (3.6)

We stress that a proof of a similar result is found in [4, Theorem 4.21], stating that if the domain
is as in [4, Section 2] (but in particular, this requires that Γ and Σ do not actually meet) and if it is
furthermore of class C2,1, then the result holds for 1 < s <∞. Another similar result is given in [30] but
it needs that the right-hand side data is in L2(Ω). For Lipschitz domains, [29] shows that the required
regularity holds when |2− s| < ε. Restricting the type of domains to open polyhedra, [35, Section 5] and
[36, Section 4.6] show a closely related, intermediate result for Stokes and Navier–Stokes equations. If
one takes either Dirichlet or Neumann velocity boundary conditions on each face of the polyhedra, then
for f ∈ Ls(Ω) the Stokes velocity belongs to W2,s(Ω) with 1 < s ≤ 8

7 . A slight modification of [35,
Theorem 5.5] allows us to extend the range and use the Lebesgue exponent s = 6

5 , which will match the
admissible exponent needed in our subsequent analysis.

A sketch of the required steps is as follows (we do not provide all details, this is part of [42]). Note
first that every velocity-pressure solution in W1,2(Θ)×L2(Θ) is also in the weighted space W 1,2

β′,0×W
0,2
β′,0

if β′ is nonnegative and Θ is bounded. Next it is necessary to show (as in [35, Theorem 4.10]) that the
lines Reλ = −1/2 and Reλ = 2 − 0 − 3/s coincide, and this line is free of eigenvalues of the pencils
{A}j(λ). This can be proven as in [33, Theorem 3.1]. Moreover, if the edge angles θk are less than π, then
we have µk > 1/2, since the equation cos(λθk)(λ2 sin2(θk) − cos2(λθk)) = 0 has no solutions with real
part in the interval [0, 1

2 ] (as was written after [35, Lemma 2.8]). Then the assumption on the eigenvalues
of the pencils {A}j(λ) in [35, Theorem 5.5] readily holds for the non-weighted spaces (with β = β′ = 0,
δ = 0 and s = 6

5 ). This confirms that the condition max(2− µk, 0) < 0 + 2/s < 2 in [35, Theorem 5.5] is

also satisfied, and we can conclude that the velocity-pressure pair belongs to W 2,s
0,0 ×W

1,s
0,0 .

Proof. (Proof of Lemma 3.3) Let us assume that Ω is polyhedral, with all dihedral angles less than π, and
that each face lies in either Σ or Γ. From the modification of [35, Section 5] outlined above, if f ∈ Ls(Ω)
with 1 < s ≤ 6

5 , then there exists a unique (ẑ, π) ∈W1,s(Ω)×Ls(Ω) solution to the Stokes problem with
mixed boundary conditions

−∆ẑ +∇π = f in Ω,

div ẑ = 0 in Ω,

ẑ = 0 on Σ, (3.7)

∇ẑn = 0 on Γ.

Moreover, from the same reference we have that ẑ ∈W2,s(Ω) and

‖ curl ẑ‖W1,s(Ω) ≤ ‖∇ẑ‖W1,s(Ω) . ‖f‖Ls(Ω). (3.8)

Assuming now that div f = 0 we readily infer that pressure is zero. Also ẑ ×n = 0 on Σ. Since on each
face lying on Γ the shape operator on that surface is zero, then we have (∇ẑ)n = curl ẑ × n = 0 on Γ
(see, e.g., [32, Section 3.1.2]).

Then, thanks to the above considerations, we can define (uniquely, thanks to the uniqueness of ẑ),
z ≡ curl ẑ belonging to W1,s(Ω), that satisfies z × n = 0 on Γ, div z = 0 and −∆z = curl curlz +
∇(div z) = f in Ω. This shows existence and uniqueness of solution to (3.5), and by virtue of the
continuous dependence on data (3.8), we have

‖z‖W1,s(Ω) . ‖f‖Ls(Ω), (3.9)

which, from norm definitions, implies (3.6). �

We continue by collecting key properties of the bilinear and trilinear forms.

3.2 Properties of bilinear and trilinear forms

First, it is straightforward to see that, thanks to Hölder and Cauchy–Schwarz inequalities, the estimate

‖ · ‖0,Ω ≤ CΩ,r‖ · ‖Lr(Ω), (3.10)
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with CΩ,r := |Ω|(r−2)/2r, and the norm definitions (2.3), the bilinear forms ai(·, ·), bi(·, ·) are all bounded
as follows

|a1(ω, ζ)| ≤ ‖ω‖0,Ω‖ζ‖0,Ω ≤ ‖ω‖curls,Ω‖ζ‖curls,Ω, (3.11a)

|b1(ζ,v)| ≤
√
µ′‖ curl ζ‖Ls(Ω)‖v‖Lr(Ω) ≤

√
µ′‖ζ‖curls,Ω‖v‖r,div,Ω, (3.11b)

|a2(u,v)| . µ

κ
‖u‖Lr(Ω)‖v‖Lr(Ω) ≤

µ

κ
‖u‖r,div,Ω‖v‖r,div,Ω, (3.11c)

|b2(v, q)| ≤ ‖v‖0,Ω‖q‖0,Ω . ‖v‖r,div,Ω‖q‖0,Ω, (3.11d)

|a3(T, S)| ≤ max{σ0, α}‖T‖1,Ω‖S‖1,Ω. (3.11e)

Similarly the (affine,linear)-form F : H1(Ω) ×Hr
?(div,Ω) → R and the linear functional G : H1(Ω) → R

are bounded:

|F (S;v)| . ρβ‖g‖L∞(Ω)‖S‖1,Ω‖v‖r,div,Ω, (3.12a)

|G(S)| ≤ ‖g‖0,Ω‖S‖1,Ω. (3.12b)

In particular, note that F may be viewed as an affine map F : H1
?(Ω) → Hr

?(div,Ω)′ in which case we

may express it as the sum F = F̃ + F0, where F̃ : H1
?(Ω)→ Hr

?(div,Ω)′ denotes the linear part of F .

Continuing, we recall that H1(Ω) is continuously embedded into Lt(Ω) with t ∈ (1,∞) in R2 and t ∈ (1, 6]
in R3. More precisely, we have the following inequality

‖w‖Lt(Ω) ≤ CSob ‖w‖1,Ω ∀w ∈ H1(Ω), (3.13)

with CSob > 0 depending only on |Ω| and t (see [40, Theorem 1.3.4]). Then we note that, by virtue of
Hölder’s inequality, the estimate (3.10) and (3.13), we have that the trilinear forms c1(·; ·, ·) and c2(·, ·; ·)
are bounded as follows

|c1(v;T, S)| ≤ ‖v‖Lr(Ω)‖∇T‖0,Ω‖S‖Lt(Ω) . ‖v‖r,div,Ω‖T‖1,Ω‖S‖1,Ω, (3.14a)

|c2(u,v;S)| ≤ µ

κc′ρ
‖u‖Lr(Ω)‖v‖Lr(Ω)‖S‖Lt(Ω) .

µ

κc′ρ
‖u‖r,div,Ω‖v‖r,div,Ω‖S‖1,Ω. (3.14b)

Remark 3.1. At this point we can choose a feasible value for the Lebesgue exponents r > 2 and 1
r + 1

s = 1
motivated in particular by the boundedness stated in (3.11b) and (3.14a), both of which are valid in 2D and
3D. Next, and owing to the regularity needed for the proof of inf-sup condition for b1(·, ·) (cf. Lemma 3.4,
below), we specify r = 6. In this case we take s = 6

5 and we can choose the exponent t = 3 in (3.14a),
and t = 3

2 in (3.14b). For the sake of notation, we maintain the indexes r and s in the spaces below, but
we stress that we restrict the analysis to the aforementioned specification.

Let us denote by V0 the Kernel of the operator B2

V0 := Ker(B2) = {v ∈ Hr(div,Ω) : b2(v, q) = 0 ∀q ∈ L2(Ω)}
= {v ∈ Hr(div,Ω) : div v = 0}. (3.15)

We also recall that using the chain rule for the term div(Tv), applying integration by parts, and using
the boundary conditions for temperature and velocity, the advection term can be written in the anti-
symmetric form

c1(v;T, S) =
1

2

∫
Ω

(v · ∇T )S − 1

2

∫
Ω

(v · ∇S)T ∀v ∈ V0, T, S ∈ H1
?(Ω),

and therefore it satisfies the following well-known property

c1(v;S, S) = 0 ∀v ∈ V0, S ∈ H1
?(Ω). (3.16)

We continue with the following Lemma, concerning inf-sup conditions for the bilinear forms bi(·, ·),
i = 1, 2.

Lemma 3.4. Assume that the domain has a polyhedral boundary. Then there exist positive constants
β1, β2 such that

sup
ζ∈H?(curls,Ω)\{0}

b1(ζ,v)

‖ζ‖curls,Ω
≥ β1‖v‖r,div,Ω ∀v ∈ V0, (3.17a)

sup
v∈Hr

?(div,Ω)\{0}

b2(v, q)

‖v‖r,div,Ω
≥ β2‖q‖0,Ω ∀q ∈ L2(Ω). (3.17b)
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Proof. For a given v ∈ V0, using Lemmas 3.1 and 3.2 with t = r, t′ = s, we can construct

Ds[Jr(v)] := Ds(|v|r−2v) ∈ Ls(Ω),

which furthermore satisfies div(Ds[Jr(v)]) = 0 (due to Lemma 3.2) and (Ds[Jr(v)] · n)Γ = 0. Then,
owing to Lemma 3.3 (with f = Ds[Jr(v)] and t = r, t′ = s), we know that there exists z ∈W1,s(Ω) such
that

curl z = Ds[Jr(v)], div z = 0 in Ω, z × n = 0 on Γ, z · n = 0 on Σ,

and it satisfies the estimate
‖ curl z‖Ls(Ω) . ‖Ds[Jr(v)]‖Ls(Ω). (3.18)

By virtue of the Sobolev embedding theorem (and recalling that r > 2 and that 1
r + 1

s = 1), there holds
z ∈W1,s(Ω) ↪→ Lr(Ω) ⊂ L2(Ω), and we can conclude that z ∈ H?(curls,Ω).

Next, and thanks again to Lemma 3.1, we have that

sup
ζ∈H?(curls,Ω)\{0}

b1(ζ,v)

‖ζ‖curls,Ω
≥ b1(z,v)

‖z‖curls,Ω
=

∫
Ω
Ds[Jr(v)] · v
‖z‖curls,Ω

=
‖Ds[Jr(v)]‖Ls(Ω)‖v‖Lr(Ω)

‖z‖curls,Ω
& ‖v‖Lr(Ω),

where we have used (3.18). The inf-sup constant in (3.17a) depends then on the hidden elliptic regularity
constant, on the exponents r = 6, s = 6

5 using (3.10), and on the dimension d.

On the other hand, for the inf-sup condition of b2(·, ·), we use the usual regularity enjoyed by the
Stokes equations with mixed boundary conditions: for a given q ∈ L2(Ω), find r, z such that

−∆r +∇z = 0 and div r = q in Ω, r = 0 on Γ, (∇r− zI)n = 0 on Σ.

From [27] it follows that r ∈ H1
?(Ω), z ∈ L2(Ω) and

‖r‖H1(Ω) . ‖q‖0,Ω.

Then we can choose
ṽ ≡ r with (r · n)|Γ = 0 and div ṽ = q ∈ L2(Ω), (3.19)

and using next the Sobolev embedding from H1(Ω) into Lr(Ω), we can assert that

‖ṽ‖Lr(Ω) . ‖ṽ‖H1(Ω) . ‖q‖0,Ω, (3.20)

and therefore ‖ṽ‖r,div,Ω . ‖q‖0,Ω. Then (3.17b) follows straightforwardly from (3.19)–(3.20) giving the
inf-sup constant β2 depending on the hidden Stokes regularity constant, on the dimension, and on the
continuous injection constant. �

Note that from Lemma 3.3, for a given v ∈ V0, there exists a unique vector potential z satisfying
curl z = v. Then, and similarly to (3.15), we can obtain the following characterisation of the null space
of B?

1 restricted to the null space of B2

Ker(B?
1|V0

) = {v ∈ V0 :

∫
Ω

curl ζ · v = 0 ∀ζ ∈ H?(curls,Ω)} = {0}. (3.21)

In addition, we shall denote by Z0 the Kernel of the operator B1

Z0 := Ker(B1) = {ζ ∈ H?(curls,Ω) : b1(ζ,v) = 0 ∀v ∈ Hr
?(div,Ω)}

= {ζ ∈ H?(curls,Ω) : curl ζ = 0}. (3.22)

Finally, and directly from their definition, we can state the positivity and coercivity of the diagonal
bilinear forms ai(·, ·), i = 1, 2, 3:

a1(ζ, ζ) = ‖ζ‖20,Ω = ‖ζ‖2curls,Ω ∀ζ ∈ Z0, (3.23a)

8
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a2(v,v) =
µ

κ
‖v‖20,Ω ≥ 0 ∀v ∈ V0, (3.23b)

a3(S, S) ≥ min{σ0, α}‖S‖21,Ω ∀S ∈ H1
?(Ω). (3.23c)

We finalise this preliminary section stating an abstract result (unique solvability of perturbed saddle-
point problems in Banach spaces) required in the proof of well-posedness of the decoupled Darcy–
Brinkman equations. Its proof can be found in the recent work [18, Theorem 3.4].

Theorem 3.1. Let X,Y be reflexive Banach spaces and consider bounded bilinear forms a : X×X → R,
b : X × Y → R, and c : Y × Y → R (with boundedness constants ‖a‖, ‖b‖, and ‖c‖, respectively). Let
B : X → Y ′ be a bounded linear map induced by b(·, ·) and let X0 denote its null space. Assume that
Ker(B∗) = {0} and further suppose that

1. a(·, ·) and c(·, ·) are symmetric and semi-positive definite over X and Y , respectively,

2. there exists α̃ > 0 such that

sup
τ∈X0\{0}

a(σ0, τ)

‖τ‖X
≥ α̃‖σ0‖X ∀σ0 ∈ X0,

3. and there exists β̃ > 0 such that

sup
τ∈X\{0}

b(τ, v)

‖τ‖X
≥ β̃‖v‖Y ∀v ∈ Y.

Then, for each (f, g) ∈ X ′ × Y ′ there exists a unique (σ, u) ∈ X × Y solution to the following perturbed
saddle-point problem

a(σ, τ) + b(τ, u) = f(τ) ∀τ ∈ X,
b(σ, v)− c(u, v) = g(v) ∀v ∈ Y.

Moreover, the solution satisfies the stability bound

‖(σ, u)‖X×Y . ‖f‖X′ + ‖g‖Y ′ ,

where the hidden constant depends only on ‖a‖, ‖c‖, α̃, and β̃.

3.3 Solvability of the decoupled Darcy–Brinkman equations

We start by establishing the wellposedness of the Darcy–Brinkman problem for a given temperature. The
analysis for the Hilbertian case and in 2D is performed in [8] using Banach–Nečas–Babuška’s theory and
working in the Kernel of the divergence operator. Here the proof follows instead a perturbed saddle-point
argument adapted to the Banach spaces’ context and using Theorem 3.1.

Let us denote the product space

U := H?(curls,Ω)×Hr
?(div,Ω)× L2(Ω), (3.24)

and define the map A : U→ U′, (ω,u, p) 7→ A(ω,u, p), implicitly through the following weak Brinkman

equation (for a fixed T̃ ∈ H1
?(Ω))

a1(ω, ζ) + b1(ζ,u) = 0 ∀ζ ∈ H?(curls,Ω),

b1(ω,v)− a2(u,v) + b2(v, p) = F (T̃ ;v) ∀v ∈ Hr
?(div,Ω), (3.25)

b2(u, q) = 0 ∀q ∈ L2(Ω).

Lemma 3.5. For a fixed T̃ ∈ H1
?(Ω), there exists a unique tuple (ω,u, p) ∈ U such that the operator

equation A(ω,u, p) = (0, F (T̃ ), 0) defined by (3.25) is satisfied. Moreover, there holds

‖ω‖curls,Ω + ‖u‖r,div,Ω + ‖p‖0,Ω .
(
2 +

√
µ′+

µ

κ

)
ρβ‖g‖L∞(Ω)‖T̃‖1,Ω, (3.26)

where the hidden constant depends on the inf-sup constants β1, β2.
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Before addressing the unique solvability of (3.25), note that for any T̃ ∈ H1
?(Ω) we have F (T̃ ) ∈

(Hr
?(div,Ω))′ granted by (3.12a) with

‖F (T̃ )‖(Hr
?(div,Ω))′ ≤ ρβ‖g‖L∞(Ω)‖T̃‖1,Ω.

Now, let us consider the following reduced problem where velocity is sought in the Kernel of B2: for fixed
T̃ ∈ H1

?(Ω), find (ω,u) ∈ H?(curls,Ω)×V0 such that

a1(ω, ζ) + b1(ζ,u) = 0 ∀ζ ∈ H?(curls,Ω),

b1(ω,v)− a2(u,v) = F (T̃ ;v) ∀v ∈ V0.
(3.27)

We stress that if (ω,u, p) ∈ U is the unique solution to (3.25), then it is evident that the pressure
can be eliminated such that (ω,u) ∈ H?(curls,Ω) ×V0 is a solution to (3.27). Conversely, if (ω,u) ∈
H?(curls,Ω) ×V0 solves (3.27), then there exists a unique p ∈ L2(Ω) such that (ω,u, p) is a solution
to (3.25). To see this, note from the closed range theorem that the image of B∗2 is equivalent to the
annihilator of V0. Next let us set G : Hr

?(div,Ω)→ R by the following:

Gv := F (T̃ ;v)− b1(ω,v) + a2(u,v) ∀v ∈ Hr
?(div,Ω). (3.28)

As G|V0
≡ 0 (cf., the second equation in (3.27)), there exists p ∈ L2(Ω) yielding B∗2p = G. The uniqueness

of p follows from the inf-sup condition (3.17b). Then given u ∈ V0, it is clear that

b2(u, q) = 0 ∀q ∈ L2(Ω),

and thus the equivalence between (3.25) and (3.27) is shown.

Proof. (Proof of Lemma 3.5) First we note that if we restrict ourselves to the reduced problem (in
the Kernel of B2), then the Kernel of B∗1 is the zero vector (cf. (3.21)). Next, bearing in mind the
boundedness of the bilinear forms in (3.11a)–(3.11d), the symmetry of the bilinear forms a1(·, ·) and
a2(·, ·), the coercivity of a1(·, ·) on the Kernel of the operator B1 intersected with that of B2 (3.23a), the
positivity of a2(·, ·) on the Kernel of the operator B2 (3.23b), and the inf-sup conditions from Lemma 3.4;
it follows that conditions (1)–(3) of Theorem 3.1 are met. Therefore there exists a unique (ω,u) ∈
H?(curls,Ω) × V0 solution to the reduced problem (3.27), and the continuous dependence on data

together with the boundedness of F̃ imply that

‖(ω,u)‖ = ‖ω‖curls,Ω + ‖u‖r,div,Ω ≤ Cs1 ρβ‖g‖L∞(Ω)‖T̃‖1,Ω, (3.29)

with Cs1 depending on CΩ,r, CSob, β1, κ and µ. Finally, in order to verify (3.26), we use again the inf-sup
condition (3.17b), as well as the second equation in (3.25) to obtain

‖p‖0,Ω ≤
1

β2
sup

v∈Hr
?(div,Ω)\{0}

b2(v, p)

‖v‖r,div,Ω

≤ 1

β2
sup

v∈Hr
?(div,Ω)\{0}

|F (T̃ ;v)− b1(ω,v) + a2(u,v)|
‖v‖r,div,Ω

.
1

β2

(
1 +

√
µ′+

µ

κ

)
ρβ‖g‖L∞(Ω)‖T̃‖1,Ω,

where for the last step we have used triangle inequality and the boundedness properties (3.11b) and
(3.11c), together with (3.29). �

3.4 Solvability of the decoupled thermal energy equations

The well-posedness of the temperature equation (for a given vorticity and velocity) is addressed next. It
is a straightforward consequence of the decoupling assumptions and of the Lax–Milgram lemma.

Lemma 3.6. For a fixed ũ ∈ V0, there exists a unique T ∈ H1
?(Ω) such that

a3(T, S) + c1(ũ;T, S) = G(S) + c2(ũ, ũ;S) ∀S ∈ H1
?(Ω). (3.30)

10
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Furthermore, its solution satisfies the following continuous dependence on data

‖T‖1,Ω ≤ Cs2 max{σ−1
0 , α−1}

[
‖g‖0,Ω +

µ

c′ρκ
‖ũ‖2r,div,Ω

]
, (3.31)

where the constant Cs2 depends on CSob, associated with the injection that leads to (3.14a)–(3.14b).

Proof. Similarly as in the proof of Lemma 3.5 above, since the pair (ω̃, ũ) ∈ H?(curls,Ω)×V0 is given,
the trilinear form c1(·; ·, ·) can be regarded as a bilinear form and the trilinear form c2(·, ·; ·) turns out
to be a linear functional in (H1

?(Ω))′. Then, the boundedness of a3(·, ·) and of c1(·, ·; ·), the coercivity
(3.23c) and the skew-symmetry of c1(·, ·; ·) for ũ ∈ V0 stated in (3.16) imply, thanks to the Lax–Milgram
lemma, that there exists a unique T solution to (3.30). On the other hand, the verification of the bound
(3.31) readily follows from the boundedness of c2(·, ·; ·), from the coercivity constant of a3(·, ·), and from
the estimate (3.12b). �

3.5 A fixed-point approach

We will appeal to the Banach fixed-point theorem. For this we follow the steps used in, e.g., [25]. Let us
now define the following solution operator

S1 : H1
?(Ω)→ H?(curls,Ω)×V0,

T̃ 7→ S1(T̃ ) =
(
S11(T̃ ),S12(T̃ )

)
:= (ω,u),

where (ω,u) is the unique solution to (3.27), confirmed thanks to Lemma 3.5 and the equivalence between
problems (3.25) and (3.27); and the solution operator

S2 : V0 → H1
?(Ω), ũ 7→ S2(ũ) := T,

where T is the unique solution to (3.30), according to Lemma 3.6. Owing to the well-definition of these
solution operators we can properly define the operator

F : H1
?(Ω)→ H1

?(Ω), T 7→ F(T ) := [S2 ◦ S12](T ),

and observe that the nonlinear problem (2.5) is thus equivalent to the following fixed-point problem:

Find T ∈ H1
?(Ω) such that F(T ) = T . (3.32)

Let us define the following data-dependent constants

C1 := Cs2max{σ−1
0 , α−1}‖g‖0,Ω and C2 := C2

s1Cs2max{σ−1
0 , α−1}(ρβ‖g‖L∞(Ω))

2 µ

c′ρκ
. (3.33)

Lemma 3.7. Assume that

C1C2 <
1

4
, (3.34)

and denote by x1 := 1−
√

1−4C1C2

2C2
and x2 := 1+

√
1−4C1C2

2C2
the solutions of the equation C2x

2−x+C1 = 0.

Then, given R > 0 such that x1 ≤ R ≤ x2, we have that F maps the following closed ball in H1
?(Ω) into

itself
YR := {S ∈ H1

?(Ω) : ‖S‖1,Ω ≤ R}.

Proof. Recalling the continuous dependence on data from (3.29) and (3.31), and taking T̃ ∈ YR, and

(ω̃, ũ) = (S11(T̃ ),S12(T̃ )), we have that

‖(S11(T̃ ),S12(T̃ ))‖ ≤ Cs1 ρβ‖g‖L∞(Ω)‖T̃‖1,Ω ≤ Cs1 ρβ‖g‖L∞(Ω)R,

and

‖T̃‖1,Ω ≤ Cs2max{σ−1
0 , α−1}

[
‖g‖0,Ω +

µ

c′ρκ
‖ũ‖2r,div,Ω

]
,

≤ Cs2max{σ−1
0 , α−1}

[
‖g‖0,Ω +

µ

c′ρκ
‖(S11(T̃ ),S12(T̃ ))‖2

]
,

11
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respectively. Then, appealing to the definition of F(T̃ ) := [S2◦S12](T̃ ) and the definition of the constants
in (3.33), we can assert that

‖F(T̃ )‖1,Ω = ‖S2(S12(T̃ ))‖1,Ω

≤ Cs2max{σ−1
0 , α−1}

[
‖g‖0,Ω +

µ

c′ρκ
(Cs1 ρβ‖g‖L∞(Ω)R)2

]
= C1 + C2R

2

≤ R,

where the last line comes from x1 ≤ R ≤ x2 and the assumption (3.34). This completes the proof. �

Lemma 3.8. The map F is Lipschitz continuous in a neighbourhood of the origin.

Proof. For T1, T2 ∈ H1
?(Ω) consider the unique solutions (ω1,u1) and (ω2,u2) associated with each

problem of the type (3.27). Subtracting the resulting problems and using the bilinearity of F̃ , we have
that (ω1 − ω2,u1 − u2) is the unique solution of the reduced problem

a1(ω1 − ω2, ζ) + b1(ζ,u1 − u2) = 0 ∀ζ ∈ H?(curls,Ω),

b1(ω1 − ω2,v)− a2(u1 − u2,v) = F̃ (T1 − T2;v) ∀v ∈ V0.

Then, from the definition of the solution operator S1 we can readily obtain

‖S1(T1)− S1(T2)‖ = ‖(ω1,u1)− (ω2,u2)‖
≤ ‖ω1 − ω2‖curls,Ω + ‖u1 − u2‖r,div,Ω

≤ Cs1ρβ‖g‖L∞(Ω)‖T1 − T2‖1,Ω, (3.35)

where we have used the continuous dependence on data (3.29).

Analogously as above, for (ω1,u1), (ω2,u2) ∈ H?(curls,Ω) ×V0 let T1, T2 ∈ H1
?(Ω) be the unique

solutions to each problem of the type (3.30). Subtracting these problems gives us

a3(T1 − T2, S) + c1(u1;T1, S)− c1(u2;T2, S)− c2(u1,u1;S) + c2(u2,u2;S) = 0 ∀S ∈ H1
?(Ω),

and after adding and subtracting the terms c1(u1;T2, S) and c2(u1,u2;S), then taking S = T1 − T2 ∈
H1
?(Ω) as test function, and using the coercivity of the bilinear form a3(·, ·) together with the property

(3.16), we get

min{σ0, α}‖T1 − T2‖21,Ω ≤ a3(T1 − T2, T1 − T2)

= −c1(u1 − u2;T2, T1 − T2) + c2(u1 − u2;u2, T1 − T2) + c2(u1,u1 − u2;T1 − T2).

Therefore we can combine this estimate with the definition of the map S2 and the boundedness properties
(3.14a)–(3.14b), and then divide by ‖T1 − T2‖1,Ω on both sides of the inequality to arrive at

‖S2(u1)− S2(u2)‖1,Ω = ‖T1 − T2‖1,Ω
≤ Cs2 max{σ−1

0 , α−1}(‖T2‖1,Ω + ‖u1‖r,div,Ω + ‖u2‖r,div,Ω)‖u1 − u2‖r,div,Ω. (3.36)

Now, let T1, T2, T̃1, T̃2 ∈ YR, be such that T̃1 = F(T1) and T̃2 = F(T2). According to the definition of
F , from (3.35) and (3.36), using that ‖(S11(T1),S12(T1))‖ and ‖(S11(T2),S12(T2))‖ satisfy (3.29), and

T1, T2, T̃2 ∈ YR, we deduce that

‖F(T1)−F(T2)‖1,Ω = ‖S2(S12(T1))− S2(S12(T2))‖1,Ω

≤ Cs2 max{σ−1
0 , α−1}

(
‖T̃2‖1,Ω + ‖S12(T1)‖r,div,Ω + ‖S12(T2)‖r,div,Ω

)
‖S12(T1)− S12(T2)‖r,div,Ω

≤ Cs2 max{σ−1
0 , α−1}

(
‖T̃2‖1,Ω + Cs1ρβ‖g‖L∞(Ω)(‖T1‖1,Ω + ‖T2‖1,Ω)

)
‖S12(T1)− S12(T2)‖r,div,Ω

≤ RCs2 max{σ−1
0 , α−1}(1 + 2Cs1ρβ‖g‖L∞(Ω))Cs1ρβ‖g‖L∞(Ω)‖T1 − T2‖1,Ω. (3.37)

�

We are ready now to prove the main result of this section, that is, the existence and uniqueness of
the solution to problem (2.5a)–(2.5d).
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Theorem 3.2. Assume that C1C2 < 1/4, where C1, C2 are as in (3.33). Then, given R > 0 such that

x1 ≤ R ≤ x2 and RCs1Cs2ρβ‖g‖L∞(Ω) max{σ−1
0 , α−1}(1 + 2Cs1ρβ‖g‖L∞(Ω)) < 1, (3.38)

there exists a unique solution to (3.32), and equivalently, to (2.5).

Proof. We recall from the previous analysis that the first assumption in (3.38) ensures that F maps Y R

into itself (see Lemma 3.7). In addition, from (3.37) and the second assumption in (3.38), we have that
F is a contraction mapping, which together with the Banach fixed-point theorem implies that F has a
unique fixed point in Y R. The proof then follows from the definition of the fixed-point map. �

4 Galerkin scheme and well-posedness of the discrete problem

Here we derive a discrete formulation and show, under appropriate assumptions of the bilinear forms and
finite dimensional spaces, that the discrete problem has a unique solution.

4.1 Preliminaries

Let Th denote a family of non-degenerate triangular / tetrahedral meshes on Ω and denote by Eh the
set of all facets (edges in 2D) in the mesh. By hK we denote the diameter of the element K and by
hF we denote the length/area of the facet F . As usual, by h we denote the maximum of the diameters
of elements in Th. For all meshes we assume that they are sufficiently regular (there exists a uniform
positive constant η1 such that each element K is star-shaped with respect to a ball of radius greater than
η1hK . It is also assumed that there exists η2 > 0 such that for each element and every facet F ∈ ∂K, we
have that hF ≥ η2hK , see, e.g., [39, 23]).

Let us consider the following generic finite dimensional subspaces of the trial-test spaces

Zh ⊂ H?(curls,Ω), Vh ⊂ Hr
?(div,Ω), Qh ⊂ L2(Ω), Yh ⊂ H1

?(Ω),

and denote by V0,h the discrete Kernel of b2(·, ·), that is

V0,h := {vh ∈ Vh : b2(vh, qh) = 0 ∀qh ∈ Qh}.

We also take into account the subspace Vh,s ⊂ Hs
?(div,Ω).

We consider along this section the following assumptions on these spaces

(A1) there exists β̂1 > 0 independently of h such that

sup
ζh∈Zh\{0}

b1(ζh,vh)

‖ζh‖curls,Ω
≥ β̂1‖vh‖r,div,Ω ∀vh ∈ V0,h,

(A2) there exists β̂2 > 0 independently of h such that

sup
vh∈Vh\{0}

b2(vh, qh)

‖vh‖r,div,Ω
≥ β̂2‖qh‖0,Ω ∀qh ∈ Qh,

(A3) div Vh ⊆ Qh.

(A4) curl Zh ⊆ Vh,s.

The following characterisation is a consequence of the definition of the bilinear form b2(·, ·) and assumption
(A3):

V0,h = {vh ∈ Vh : div vh = 0}.

Similarly, from assumption (A4) we have that

Z0,h = {ζ ∈ Zh : curl ζh = 0},

13
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which implies that the discrete Kernel is contained in the continuous one, yielding in turn that

a1(ζh, ζh) = ‖ζh‖2curls,Ω ∀ζh ∈ Z0,h.

The discrete problem is a system of nonlinear algebraic equations that reads as follows: find (ωh,uh, ph, Th) ∈
Zh ×Vh ×Qh ×Yh such that

a1(ωh, ζh) + b1(ζh,uh) = 0 ∀ζh ∈ Zh, (4.1a)

b1(ωh,vh)− a2(uh,vh) + b2(vh, ph) = F (Th;vh) ∀vh ∈ Vh, (4.1b)

b2(uh, qh) = 0 ∀qh ∈ Qh, (4.1c)

a3(Th, Sh) + c1(uh;Th, Sh)− c2(uh,uh;Sh) = G(Sh) ∀Sh ∈ Yh. (4.1d)

4.2 Unique solvability of the Galerkin method

We shall proceed in much the same way as in the continuous case where we decouple the system and seek
a fixed point. First we consider the reduced problem in the discrete kernel of B2. That is, for a fixed
T̃h ∈ Yh we seek (ωh,uh) ∈ Zh ×V0,h such that

a1(ωh, ζh) + b1(ζh,uh) = 0 ∀ζh ∈ Zh,

b1(ωh,vh)− a2(uh,vh) = F (T̃h;vh) ∀vh ∈ V0,h.
(4.2)

The discrete solution theory for the above is another consequence of results shown in, and particularly
by, [18, Theorem 3.5], which we state here for convenience.

Theorem 4.1. Let {Xh}h>0 and {Yh}h>0 be families of finite dimensional subspaces of X,Y , respectively.
Consider the discrete restrictions a : Xh × Xh → R, b : Xh × Yh → R, and c : Yh × Yh → R. Let
B : Xh → Yh be the discrete induced operator by b and denote its kernel by X0,h. Assume that the
discrete transpose B∗ has trivial kernel such that ker(B∗) = {0}. Then, if

1. a(·, ·) and c(·, ·) are symmetric and semi-positive definite over Xh and Yh, respectively,

2. there exists constant α̃d > 0 which is independent of h, such that,

sup
τh∈X0,h\{0}

a(σ0,h, τh)

‖τh‖Xh

≥ α̃d ‖σ0‖Xh
∀σ0,h ∈ X0,h,

3. there exists constant β̃d > 0 which is independent of h, such that,

sup
τh∈X0,h\{0}

b(τh, vh)

‖τh‖Xh

≥ β̃d ‖v‖Yh
∀vh ∈ Yh,

then for each (f, g) ∈ X ′ × Y ′ there exists a unique (σh, uh) ∈ Xh × Yh solution to the following discrete
perturbed saddle-point problem

a(σh, τh) + b(τh, uh) = f(τh) ∀τ ∈ Xh,

b(σh, vh)− c(uh, vh) = g(vh) ∀vh ∈ Yh.

Moreover, the solution satisfies the stability bound

‖(σh, uh)‖X×Y . ‖f‖X′ + ‖g‖Y ′ ,

where the hidden constant depends only on the h-independent constants ‖a‖, ‖b‖, α̃d, and β̃d.

With the above result we are able to immediately present the well-posedness of the discrete Brinkman
problem under a fixed temperature.

14
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Lemma 4.1. Under assumptions (A1)–(A2), for any fixed T̃h ∈ Yh there exists a unique (ωh,uh, ph) ∈
Zh×Vh×Qh such that the discrete operator equation A(ωh,uh, ph) = (0, F (T̃h), 0) is satisfied, implicitly
defined by the system,

a1(ωh, ζh) + b1(ζh,uh) = 0 ∀ζh ∈ Zh,

b1(ωh,vh)− a2(uh,vh) + b2(vh, ph) = F (T̃h;vh) ∀vh ∈ Vh,

b2(uh, qh) = 0 ∀qh ∈ Qh.

Furthermore we have the continuity of the discrete solution mapping by

‖ωh‖curls,Ω + ‖uh‖r,div,Ω + ‖ph‖0,Ω . (2 +
√
µ′ +

µ

κ
)ρβ ‖g‖L∞ ‖T̃h‖1,Ω,

where the hidden constant is h-independent and depends only on β̂1, β̂2 and CΩ,r.

Proof. First let us consider the reduced discrete problem (4.2) in the discrete kernel of B2. Take any vh
in the kernel of the transpose operator B∗1 restricted to V0,h, then it necessarily satisfies∫

Ω

curl ζh · vh = 0 ∀vh ∈ ker(B∗1|V0,h
) ∀ζh ∈ Zh.

As Zh ⊂ H?(curls,Ω) is conforming, then from (3.21) we have that ker(B∗1|V0,h
) = {0} is trivial. Fur-

thermore regarding conformity, the symmetry and positive semi-definiteness of a1, a2 are inherited. From
Z0,h ⊂ Z0 we have by (3.23a) that

sup
ζh∈Z0,h\{0}

‖a1(ωh, ζh)‖
‖ωh‖curls,Ω

≥ ‖a1(ωh,ωh)‖
‖ωh‖curls,Ω

= ‖ωh‖curls,Ω ∀ωh ∈ Z0,h.

Thus in combination with the assumption (A1), we are able to apply (4.1) to yield a unique solution
(ωh,uh) ∈ Zh ×V0,h to (4.2) with continuity

‖ωh‖curls,Ω + ‖uh‖r,div,Ω ≤ Cs1,dρβ ‖g‖L∞(Ω) ‖T̃h‖1,Ω.

Here Cs1,d is an h-independent constant, depending only on the volume constant CΩ,r and β̂1. Following
a similar argument of (3.28), we consider the restriction Gh of G to the finite-dimensional subspace Vh:

Ghvh := F (T̃h;vh)− b1(ωh,vh) + a2(uh,vh) ∀vh ∈ Vh.

Then, from conformity and in particular V0,h ⊂ V0, we have Gh|V0,h
≡ 0 and hence there exists some

ph ∈ Qh such that B∗2ph = Gh. Utilising assumption (A1) affords uniqueness of ph by similar means to
(3.28), and by employing assumption (A2) we find the bound

‖ph‖0,Ω .
1

β̂2

(
1 +

√
µ′+

µ

κ

)
ρβ‖g‖L∞(Ω)‖T̃h‖1,Ω.

�

Establishing the unique solvability of the discrete decoupled thermal problem is much the same due
to the conformity, where the primary property inherited is the coercivity of a3(·, ·).

Lemma 4.2. For a fixed ũh ∈ V0,h, there exists a unique Th ∈ Yh such that

a3(Th, Sh) + c1(ũh;Th, Sh)− c2(ũh, ũh;Sh) = G(Sh) ∀Sh ∈ Yh. (4.3)

Furthermore we have continuous dependence on data by,

‖Th‖1,Ω ≤ CSob max{σ−1
0 , α−1}

[
‖g‖0,Ω +

µ

c′ρκ
‖ũh‖2r,div,Ω

]
. (4.4)

Proof. Mimicking the proof from the continuous case, from V0,h ⊂ V0 we have that c1(ũh, ·, ·)|Yh
≡ 0.

Combining this with the inherited coercivity of a3(·, ·) restricted to Yh×Yh and applying Lax–Milgram,
we have a unique Th ∈ Yh solving (4.3). Furthermore, we have the continuous dependence on data by

‖Th‖1,Ω ≤ max{σ−1
0 , α−1} ‖G+ c2(ũh, ũh; ·)‖(Yh)′ ≤ CSob max{σ−1

0 , α−1}
[
‖g‖0,Ω +

µ

c′ρκ
‖ũh‖2r,div,Ω

]
,
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where CSob appears from the continuity of c2(·, ·; ·) as seen in (3.14). �

To conclude upon the discrete solvability we define the discrete solution operators,

S1,h : Yh → Zh ×V0,h,

T̃h 7→ (S11,h(T̃h), S12,h(T̃h)) := (ωh,uh),

where (ωh,uh) is the unique solution to the discrete reduced problem (4.2) due to Lemma 4.1. Further
define,

S2,h : V0,h → Yh, ũh 7→ S2,h(ũh) := Th,

where Th is the unique solution to the discrete decoupled thermal problem (4.4). To re-couple the discrete
Brinkman and thermal problems, we consider the map Fh : Yh → Yh given by Fh = S2,h ◦ S12,h. Then,
one may observe that the solvability of the discrete nonlinear problem (4.1) is equivalent to the following:

Find Th ∈ Yh such that Fh(Th) = Th. (4.5)

Let us further define the discrete h-independent constants

C1,d := Cs2,d max{σ−1
0 , α−1} ‖g‖0,Ω and C2,d := C2

s1Cs2 max{σ−1
0 , α−1}(ρβ ‖g‖L∞(Ω))

2 µ

c′ρκ
, (4.6)

and take the discrete analogue to (3.7) by defining constants,

x1,d :=
1−

√
1− 4C1,dC2,d

2C2,d
and x2,d :=

1 +
√

1− 4C1,dC2,d

2C2,d
,

which will be real under the appropriate assumptions.

Theorem 4.2. Assume that C1,dC2,d < 1/4. Then, for a radius Rd subject to both x1,d ≤ Rd ≤ x2,d

and,
RdCs1,dCs2,dρβ ‖g‖L∞(Ω) max{σ−1

0 , α−1}(1 + 2Cs1,dρβ ‖g‖L∞(Ω)) < 1, (4.7)

there exists a unique solution to the discrete fixed-point problem (4.5), and hence equivalently showing the
discrete well-posedness of the nonlinear problem (4.1).

Proof. Under the construction of discrete constants C1,d, C2,d and suppositions regarding these constants,
we may directly apply the same arguments as was used in the continuous setting. Namely, by taking the
following closed ball in the discrete space Yh:

YRd

h := {S ∈ Yh : ‖S‖1,Ω ≤ Rd},

we have from x1,d ≤ Rd ≤ x2,d and (3.7) that Fh(YRd

h ) ⊆ YRd

h . Similarly we have that Fh is Lipschitz
continuous by noting first from (4.1) that for any T1,h, T2,h ∈ Yh,

‖S1,h(T1,h)− S1,h(T2,h)‖ ≤ ‖ω1,h − ω2,h‖curls,Ω + ‖u1,h − u2,h‖r,div,Ω

≤ Cs1,dρβ ‖g‖L∞(Ω) ‖T1,h − T2,h‖1,Ω .

Secondly, from (4.2) and conformity of the spaces, we have a similar estimate for u1,h,u2,h ∈ V0,h,

‖S2,h(u1,h)− S2,h(u2,h)‖1,Ω
≤ Cs2,d max{σ−1

0 , α−1}(‖S2,h(u2,h)‖1,Ω + ‖u1,h‖r,div,Ω + ‖u2,h‖r,div,Ω) ‖u1,h − u2,h‖r,div,Ω .

To conclude we consider then T1,h, T2,h ∈ YRd

h which yields

‖Fh(T1,h)−Fh(T2,h)‖1,Ω
≤ RdCs2,d max{σ−1

0 , α−1}(1 + 2Cs1,dρβ ‖g‖L∞(Ω))Cs1,dρβ ‖g‖L∞(Ω) ‖T1,h − T2,h‖1,Ω ,

and we apply both the secondary radial assumption (4.7), as well as the Banach fixed-point theorem. �
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5 Quasi-optimality and convergence rates

This section is dedicated to the error analysis of (4.1). First we use the generic assumptions (A1)–(A4)
and unique solvability of continuous and discrete problems to obtain a Céa estimate. Then we choose
specific finite element subspaces and show that they satisfy the generic assumptions, and provide concrete
error bounds.

5.1 Céa estimate

Lemma 5.1. Suppose the conditions of (3.38) and (4.2) are met such that T, Th are the unique fixed-point
solutions to the continuous and discrete problem, respectively. Further consider the following assumption
on constants

(1 + max(Cs1 , β
−1
2 )CΩ,rρβ ‖g‖L∞(Ω)) min(σ−1

0 , α−1) C1 <
1

2
, (5.1)

where we set C1 to be,

C1 := (1 +
µ

κc′
β ‖g‖L∞(Ω))Cs1R+

µ

κc′
β ‖g‖L∞(Ω) Cs1,dRd. (5.2)

Then the corresponding solutions (ω,u, p, T ) and (ωh,uh, ph, Th) are quasi-optimal, such that there exists
an h-independent constant for which,

‖ω − ωh‖curls,Ω + ‖u− uh‖r,div,Ω + ‖p− ph‖0,Ω + ‖T − Th‖1,Ω
. dist(ω,Zh) + dist(u,Vh) + dist(p,Qh) + dist(T,Yh).

We briefly remark that given C1’s dependence on R,Rd, the assumption (5.1) will be dictated by the
ratio of σ0 and α. This follows from the lower bounds on R,Rd by x1, x1,d respectively.

Proof. Let us recall that the Brinkman operator A : U→ U′ (with U defined as in (3.24)) is a continuous
isomorphism by Lemma 3.5. In particular for the fixed-point solution (T, (ω,u, p)) ∈ H1

?(Ω)×U we have,

A((ω,u, p), (ζ,v, q)) = (0, F (T ; v), 0) ∀(ζ,v, q) ∈ U,

and by u ∈ ker(B2), the continuous dependence on data (3.29) of the reduced problem, and the bounded-
below property of B∗2, it holds that A is bounded below by,

‖(ω̃, ũ, p̃)‖U ≤ max(Cs1 , β
−1
2 ) ‖A((ω̃, ũ, p̃))‖U′ ∀(ω̃, ũ, p̃) ∈ U.

Similarly as (3.24), we denote the discrete counterpart by Uh := Zh × Vh × Qh and the discrete re-
striction Ah : Uh → U′h, which is another continuous isomorphism by Lemma 4.1 with fixed point
(Th, (ωh,uh, ph)) ∈ Yh × Uh satisfying:

Ah((ωh,uh, ph), (ζh,vh, qh)) = (0, F (Th;vh), 0) ∀(ζh,vh, qh) ∈ Uh.

FurthermoreAh has an h-independent bounded-below property afforded by assumptions (A1)–(A4), given
as follows

‖(ω̃h, ũh, p̃h)‖U ≤ max(Cs1,d, β̂
−1
2 ) ‖Ah(ω̃h, ũh, p̃h)‖U′

h
∀(ω̃h, ũh, p̃h) ∈ Uh.

As stated, Ah = A|Uh
and Fh = F |Vh

are simply restrictions so in constructing the errors,

eω := ω − ωh eu := u− uh ep := p− ph eT := T − Th

one finds the following, recalling F̃ denotes the linear part of the affine map F : H1
?(Ω)→ Hr

?(div,Ω)′:

A((eω, eu, ep), uh) = (0, F̃ (eT ; uh), 0) ∀uh ∈ Uh.

If we let (ω̃h, ũh, p̃h) ∈ Uh be arbitrary then we may decompose each error in the usual way; for example
in the case of eω, as follows

χω := ω − ω̃h χhω := ω̃h − ωh such that eω = χω + χhω,
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and analogously for each remaining individual error. From the bounded-below property of Ah and the
continuity of F̃ ,A, it follows that∥∥(χhω,χ

h
u, χ

h
p)
∥∥
U
≤ max(Cs1 , β

−1
2 ) ‖A((eω − χω, eu − χu, ep − χp))‖U′

h

≤ max(Cs1 , β
−1
2 )(‖(0, F̃ (eT ), 0)‖U′

h
+ ‖A(χω,χu, χp))‖U′

h
)

≤ max(Cs1 , β
−1
2 )(CΩ,rρβ ‖g‖L∞(Ω) ‖eT ‖1,Ω + ‖A‖ ‖(χω,χu, χp))‖U),

to which we may conclude the following partial result:

‖(eω, eu, ep)‖U
≤ (1 + max(Cs1 , β

−1
2 ) ‖A‖) ‖(χω,χu, χp))‖U + max(Cs1 , β

−1
2 )CΩ,rρβ ‖g‖L∞(Ω) ‖eT ‖1,Ω .

On the other hand, regarding the thermal problem one may view (3.30) and (4.3) to deduce that

a3(eT , Sh) = c1(uh;Th, Sh)− c1(u;T, Sh) + c2(u,u;Sh)− c2(uh,uh;Sh) ∀Sh ∈ Yh.

To simplify the presentation of the linear parts of the thermal-transport operator and the problem’s
corresponding functional, we shall show two equalities regarding c1 and c2 respectively. First, notice that
by adding and subtracting c1(u; T̃h, ·)− c1(u;Th, ·) we have

c1(uh;Th, ·)− c1(u;T, ·) = −c1(u− uh;Th, ·)− c1(u;T − T̃h, ·)− c1(u; T̃h − Th, ·),

therefore, upon evaluation on χhT , recalling that both u,uh ∈ V0 from problem equivalence and that the
trilinear form c1(·; ·, ·) is alternating over V0 by (3.16), it follows that

c1(uh;Th, χ
h
T )− c1(u;T, χhT ) = −c1(eu;Th, χ

h
T )− c1(u;χT , χ

h
T ).

Secondly, we may do similar for c2(·, ·; ·) by subtracting and adding the cross-term c2(uh,u;χhT ),

c2(u,u;χhT )− c2(uh,uh;χhT ) = c2(u− uh,u;χhT ) + c2(uh,u− uh;χhT ).

Now to estimate χhT we shall make use of the H1
?(Ω)-coercivity of a3(·, ·) and the above equalities,

min(σ0, α)
∥∥χhT∥∥2 ≤ a3(χhT , χ

h
T )

= −c1(eu, Th, χ
h
T )− c1(u, χT , χ

h
T )− a3(χT , χ

h
T ) + c2(eu,u) + c2(uh, eu)

≤
((
‖c1‖ ‖Th‖1,Ω + ‖c2‖ (‖u‖r,div,Ω + ‖uh‖r,div,Ω)

)
‖eu‖r,div,Ω

+
(
‖c1‖ ‖u‖r,div,Ω + ‖a3‖

)
‖χT ‖1,Ω

)∥∥χhT∥∥1,Ω

:= ( C̃1 ‖eu‖r,div,Ω + C̃2 ‖χT ‖1,Ω )
∥∥χhT∥∥1,Ω

.

Utilising both the continuous dependence on data and the fact that each continuous and discrete fixed
point T, Th resides within a respective ball around the origin, yields the following constant:

C̃1 ≤ CSob

(
(1 +

µ

κc′
β ‖g‖L∞(Ω))Cs1R+

µ

κc′
β ‖g‖L∞(Ω) Cs1,dRd

)
= C1,

where C1 is as in (5.2). Similarly, for C2 we obtain

C̃2 ≤ CSobCs1ρβ ‖g‖L∞(Ω)R+ max(σ0, α) =: C2.

This culminates in the following error estimate for the temperature field,

‖eT ‖ ≤ min(σ−1
0 , α−1) C1 ‖eu‖r,div,Ω + (1 + min(σ−1

0 , α−1) C2) ‖χT ‖1,Ω ,

for which we readily conclude with the following total error estimate

‖eω‖curls,Ω + ‖eu‖r,div,Ω + ‖ep‖0,Ω + ‖eT ‖1,Ω
≤ (1 + max(Cs1 , β

−1
2 ) ‖A‖) ‖(χω,χu, χp)‖

+ (1 + max(Cs1 , β
−1
2 )CΩ,rρβ ‖g‖L∞(Ω))(1 + min(σ−1

0 , α−1)C2) ‖χT ‖1,Ω
+ (1 + max(Cs1 , β

−1
2 )CΩ,rρβ ‖g‖L∞(Ω)) min(σ−1

0 , α−1)C1 ‖eu‖r,div,Ω .

Given the assumption on parameters, subtracting the error term in velocity eu and dividing throughout
yields the claimed result, once the infimum of ((ω̃h, ũh, p̃h), T̃h) in Uh ×Yh is taken. �
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5.2 Specific finite element spaces

By Pk(K) and Pk(K) we will denote scalar and vector polynomial spaces of degree up to k, defined lo-
cally on K ∈ Th. In addition we denote by RTk(K) = Pk(K)⊕Pk(K)x the local Raviart–Thomas space
and denote by RTk(Th) its global counterpart. From now on we use as discrete spaces the H(curls,Ω)-
conforming Nédélec elements of the first kind and order k + 1 for vorticity (the local space denoted as
NDk+1(K)), the Hr(div,Ω)-conforming Raviart–Thomas elements of degree k ≥ 0 for velocity approxi-
mation, discontinuous and piecewise polynomials of degree k for pressure, and continuous and piecewise
polynomials of degree k + 1 for temperature

Zh := NDk+1(Th) ∩H?(curls,Ω) = {ζh ∈ H?(curls,Ω) : ζh|K ∈ NDk+1(K), ∀K ∈ Th},
Vh := RTk(Th) ∩Hr

?(div,Ω) = {vh ∈ Hr
?(div,Ω) : vh|K ∈ RTk(K), ∀K ∈ Th}, (5.3)

Qh := Pk(Th) = {qh ∈ L2(Ω) : qh|K ∈ Pk(K), ∀K ∈ Th},
Yh := Pk+1(Th) ∩ C(Ω) ∩H1

?(Ω) = {Sh ∈ C(Ω) ∩H1
?(Ω) : Sh|K ∈ Pk+1(K), ∀K ∈ Th}.

Let us denote by Ph : L2(Ω) → Qh the L2-orthogonal projection into Qh. In addition, let Γh denote
the set of facets on Th that lie on Γ and denote by Pk(Γh) the space of piecewise polynomials of degree
up to k defined on each e ∈ Γh. We also denote by PΓ

h : L1(Γ) → Pk(Γh) the orthogonal projector with
respect to the L2(Γ)-inner product. Consider for t ∈ [1,∞) the space

Vt = {v ∈ Ht(div,Ω) : v ∈W1,t(K) ∀K ∈ Th}.

From [15, Appendix A] we recall that the global Raviart–Thomas interpolator IRT
h : Vt → Vh satisfies

the Fortin-type property
div(IRT

h (v)) = Ph(div v) ∀v ∈ Vt. (5.4)

Moreover, we have that
IRT
h (v) · n = PΓ

h (v · n) on Γ ∀v ∈ Vt, (5.5)

and we recall the following estimates

‖IRT
h (v)‖Lt(Ω) . ‖v‖W1,t(Ω) ∀v ∈W1,t(Ω), (5.6a)

‖Ph(q)‖0,Ω . ‖q‖0,Ω ∀q ∈ L2(Ω), (5.6b)

whose proof can be found in [25].

Remark 5.1. Note that (5.6a) follows from the estimate ‖v − IRT
h (v)‖Lt(K) . hl+1

K |v|W1,t(K) for all
K ∈ Th and 0 ≤ l ≤ k (cf. [13, Remark 4.2]), using the condition hK ≤ h ≤ h0, where h0 denotes the
diameter of Ω, and from the triangle inequality, we have

‖IRT
h (v)‖Lt(Ω) ≤ ‖v − IRT

h (v)‖Lt(Ω) + ‖v‖Lt(Ω) ≤ c(h
(l+1)/t
0 + 1)‖v‖W1,t(Ω),

with c independent of h.

It is important to remark that because of the interaction with the discrete space for vorticity, we will
also require the space

Vh,s := RTk(Th) ∩Hs
?(div,Ω),

along with a dedicated version of the canonical Raviart–Thomas projection IRT,s
h : Vt → Vh,s, satisfying

analogous properties as above. Similarly as for the Raviart–Thomas interpolator, we have in particular
the following properties for the global Nédélec interpolator (see [23, Lemma 16.8 & proof of Theorem
16.12]) IN

h : Zt → Zh

curl(IN
h (ζ)) = IRT,s

h (curl ζ), (5.7a)

‖IN
h (ζ)‖L2(K) . ‖ζ‖L2(N(K)) + h‖ curl ζ‖Lt(N(K)) . ‖ζ‖curlt,N(K), (5.7b)

for all ζ ∈ Zt, where N(K) denotes the neighbourhood of an element K ∈ Th, and for t ∈ (1,∞) and
δt > 2, the domain space Zt is defined as (see [23, eq. (16.10)])

Zt := {ζ ∈ H(curlt,Ω) : ζ ∈Wδ,t(K) ∀K ∈ Th}.
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Remark 5.2. The proof of (5.7b) follows the same arguments as (5.6a) (see Remark 5.1), utilising the
properties of Nédélec interpolator.

Note that, in essence, the only requirement on the domain spaces Vt,Zt is sufficient regularity so that
the Raviart–Thomas and Nédélec degrees of freedom are linear functionals in their respective discrete
spaces.

Let us recall, from, e.g., [23, Chapters 16, 17 and 22] and [15, Appendix A] the following approximation
properties of the finite element subspaces (5.3), which are obtained using the Bramble–Hilbert Lemma
and scaling arguments applied to each contribution in the specific norms. Assume that

1. ζ ∈ H?(curls,Ω) ∩Hm(Ω) with curl ζ ∈Wm,s(Ω),

2. v ∈ Hr
?(div,Ω) ∩Wm,r(Ω) with div v ∈ Hm(Ω),

3. q ∈ Hm(Ω),

4. S ∈ Hm+1(Ω),

for some m ∈ (1/2, k + 1]. Then, there exists C > 0 independent of h, such that

‖ζ − IN
h ζ‖curls,Ω ≤ Chm(‖ζ‖m,Ω + ‖ curl ζ‖Wm,s(Ω)), (5.8a)

‖v − IRT
h v‖r,div,Ω ≤ Chm(‖v‖Wm,r(Ω) + ‖ div v‖m,Ω), (5.8b)

‖q − Phq‖0,Ω ≤ Chm|q|m,Ω, (5.8c)

‖S − IhS‖1,Ω ≤ Chm‖S‖1+m,Ω, (5.8d)

where Ih denotes the Lagrange interpolator.

5.3 Verification of general hypotheses

Inf-sup condition (A1). Consider vh ∈ V0,h. We can readily construct Ds[Jr(vh)] ∈ Ls(Ω). By
construction this function has zero divergence. Then, guided by the arguments used in the first part of
the proof of Lemma 3.4 we can find the unique z ∈ H?(curls,Ω) such that

curl z = Ds[Jr(vh)], div z = 0, (5.9)

and
‖z‖curls,Ω ≤ ‖z‖W1,s(Ω) . ‖Ds[Jr(vh)]‖Ls(Ω), (5.10)

where the hidden constant only depends on the domain.

We now define z̃h as the Nédélec interpolant of the z found above

z̃h := IN
h z ∈ Zh,

and use the commutativity of the Nédélec and Raviart–Thomas interpolation (5.7a) to write

curl z̃h = curl IN
h z = IRT,s

h (curl z) = IRT,s
h (Ds[Jr(vh)]) = Ds[Jr(vh)], (5.11)

where we have employed (5.9) and the fact that Ds[Jr(vh)] is in Vt as well as in Vh,s.

Note also that since z ∈ L2(Ω) (cf. proof of Lemma 3.4), then z̃h is also in L2(Ω). Then, using
triangle inequality, the bound (5.10), the continuity of the Nédélec interpolator (5.7b), and (5.11), we
can write

‖z̃h‖curls,Ω ≤ ‖IN
h z‖L2(Ω) + ‖ curl IN

h z‖Ls(Ω) . ‖Ds[Jr(vh)]‖Ls(Ω). (5.12)

Therefore, using the definition of the bilinear form b1(·, ·), relation (5.11), and the bound (5.12), we
can derive the inf-sup condition as follows

sup
ζh∈Zh\{0}

b1(ζh,vh)

‖ζh‖curls,Ω
≥
∫

Ω
curl z̃h · vh
‖z̃h‖curls,Ω

=

∫
Ω
IRT,s
h (Ds[Jr(vh)]) · vh
‖z̃h‖curls,Ω
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=

∫
Ω
Ds[Jr(vh)] · vh
‖z̃h‖curls,Ω

=
‖Ds[Jr(vh)]‖Ls(Ω)‖vh‖Lr(Ω)

‖z̃h‖curls,Ω
& ‖vh‖Lr(Ω) ∀vh ∈ V0,h,

where we have also used (3.4). The discrete inf-sup constant is independent of h, but depends on the
continuous dependence on data of the auxiliary problem and on the continuity bound of the Nédélec
interpolator.

Inf-sup condition (A2). We start by considering qh ∈ Qh. Then, mimicking the proof of the contin-

uous inf-sup condition for b2(·, ·) in the second part of Lemma 3.4, we are able to construct ṽ ∈ H1(Ω)
satisfying

div ṽ = qh and ‖ṽ‖1,Ω . ‖qh‖0,Ω.
Then we take ṽh = IRT

h ṽ and use the properties of the Raviart–Thomas interpolator (5.4), to get

div ṽh = div IRT
h ṽ = Ph(div ṽ) = Ph(qh) in Ω,

and since from (5.5) we also have that

ṽh · n = IRT
h (ṽ) · n = PΓ

h (ṽ · n) = 0 on Γ,

then we can verify that ṽh ∈ Vh. Next we use the stability of the Raviart–Thomas interpolator (5.6a)
and of the L2-projection (5.6b) to obtain

‖ṽh‖Lr(Ω) = ‖IRT
h (ṽ)‖Lr(Ω) . ‖ṽ‖H1(Ω) . ‖qh‖0,Ω,

‖ div ṽh‖0,Ω = ‖Ph(qh)‖0,Ω . ‖qh‖0,Ω,

and thus we can assert that ‖ṽh‖r,div,Ω . ‖qh‖0,Ω.

In this way, from the previous relations it follows that

sup
vh∈Vh\{0}

b2(vh, qh)

‖vh‖r,div,Ω
≥
∫

Ω
div(ṽh) qh

‖ṽh‖r,div,Ω
=

∫
Ω
Ph(qh) qh

‖ṽh‖r,div,Ω
=
‖qh‖20,Ω
‖ṽh‖r,div,Ω

≥ β̂2‖qh‖0,Ω ∀qh ∈ Qh,

where the inf-sup constant depends on the continuous dependence on data of the continuous Stokes
equations and on the boundedness constants of the Raviart–Thomas interpolation and L2-projection
(5.6), and it is independent of h.

Conditions (A3)–(A4). These assumptions can be straightforwardly verified from the definition of
the finite element spaces.

5.4 Convergence rates

Given that the desired assumptions (A1)–(A4) which yield the conditional approximation quasi-optimality
(5.1) are satisfied, the following corollary is readily afforded by additionally bounding above by the
interpolator estimates (5.8a)-(5.8d).

Lemma 5.2. Suppose the conditions of (3.38) and (4.2) are met such that T, Th are the unique fixed-point
solutions to the continuous and discrete problem, respectively. Additionally suppose that the assumption
on constants (5.1) is met. Then there exists an h-independent constant C > 0 such that,

‖ω − ωh‖curls,Ω + ‖u− uh‖r,div,Ω + ‖p− ph‖0,Ω + ‖T − Th‖1,Ω
≤ Chm(‖ω‖m,Ω + ‖curlω‖Wm,s(Ω) + ‖v‖Wm,r(Ω) + ‖div v‖m,Ω + |p|m,Ω + ‖S‖1+m,Ω).

6 Numerical examples

The numerical implementation uses the open-source finite element library Gridap [9]. In all cases the
Newton–Raphson iterations are stopped once either the absolute or the relative `2-norm of the residuals
get below 10−8, and we use the direct method MUMPS for the tangent linear systems.

We proceed to validate the finite element method by convergence verification, and then we apply the
proposed formulation in the simulation of non-isothermal rotational flows.
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DoF h ecurls(ω) rate er,div(u) rate e0(p) rate e1(T ) rate ‖ divuh‖`∞ it

Errors and convergence rates for k = 0
132 0.5000 8.87e+0 ? 4.25e-01 ? 7.81e-01 ? 4.30e+0 ? 8.88e-16 4
486 0.2500 4.23e+0 1.07 2.07e-01 1.04 3.75e-01 1.06 2.22e+0 0.95 1.78e-15 4

1866 0.1250 2.06e+0 1.04 1.02e-01 1.02 1.85e-01 1.02 1.16e+0 0.94 3.55e-15 4
7314 0.0625 1.02e+0 1.02 5.09e-02 1.00 9.20e-02 1.01 5.69e-01 1.03 7.11e-15 4

28962 0.0312 5.05e-01 1.01 2.54e-02 1.00 4.59e-02 1.00 2.81e-01 1.02 1.42e-14 4
115266 0.0156 2.52e-01 1.00 1.27e-02 1.00 2.30e-02 1.00 1.40e-01 1.01 5.68e-14 4

Errors and convergence rates for k = 1
422 0.5000 1.67e+0 ? 9.08e-02 ? 7.56e-02 ? 1.66e+0 ? 7.16e-14 4

1610 0.2500 4.29e-01 1.96 2.42e-02 1.91 1.78e-02 2.09 6.19e-01 1.42 1.46e-13 4
6290 0.1250 1.07e-01 2.01 6.13e-03 1.98 4.37e-03 2.02 1.50e-01 2.05 3.07e-13 4

24866 0.0625 2.65e-02 2.01 1.54e-03 2.00 1.09e-03 2.01 3.83e-02 1.97 6.37e-13 4
98882 0.0312 6.61e-03 2.00 3.85e-04 2.00 2.72e-04 2.00 9.64e-03 1.99 1.24e-12 4

394370 0.0156 1.65e-03 2.00 9.62e-05 2.00 6.80e-05 2.00 2.41e-03 2.00 2.54e-12 4

Table 6.1: Accuracy test in 2D. Error history (errors for each field variable in the corresponding norm
on a sequence of successively refined grids, numerically computed convergence rates, and discrete norm
of the divergence of the approximate velocity) with r = 6, s = 6

5 , and for Pk+1 −RTk − Pdisc
k − Pk+1

elements with different polynomial degrees, and iteration count for the nonlinear Newton–Raphson solver.
The symbol ? indicates that no rate is computed at the initial coarse mesh refinement.

6.1 Accuracy tests

We consider a 2D and a 3D manufactured solutions computation with mixed boundary conditions. On
the domain Ω = (0, 2) × (0, 1) we consider closed-form solutions to the vorticity-based non-isothermal
dissipative flow equations as follows

u(x, y) =

(
cos(πx) sin(πy)
− sin(πx) cos(πy)

)
, ω =

√
µ′ curlu,

p(x, y) =
1

2
x4 − y4, T (x, y) = 1 + cos2(πxy),

and the external force and heat source terms, together with non-homogeneous essential boundary condi-
tions are computed from these manufactured solutions. The part of the boundary Γ where we impose the
non-homogeneous counterpart of (2.1d) is conformed by the segments x = 0 and y = 0, and Σ = ∂Ω \ Γ
by x = 2 and y = 1. For the 3D case we take Ω = (0, 1)× (0, 1

2 )× (0, 1
2 ) together with the manufactured

solutions

u(x, y, z) =

 sin2(πx) sin(πy) sin(2πz)
sin(πx) sin2(πy) sin(2πz)

−[sin(2πx) sin(πy) + sin(πx) sin(2πy)] sin2(πz)

 , ω =
√
µ′ curlu,

p(x, y, z) = sin(πx) cos(πy) sin(πz), T (x, y, z) = 1 + sin2(πx) sin2(πy) sin2(πz),

and the boundary splitting has the faces x = 0, y = 0 and z = 0 in Γ, and x = 1, y = 1
2 , z = 1

2 in Σ.

In both 2D and 3D cases the remaining model parameters are taken all as one g = (0, 0,−1)t (and
g = (0,−1)t in 2D), ρ = µ = µ′ = κ = c′ = β = T0 = 1 (in their respective units). Approximate solutions
are computed on a sequence of nmax

k successively refined uniform tetrahedral (triangular in 2D) meshes.
Then we generate the error history at each refinement level, consisting of the error of each unknown

ecurls(ω) = ‖ω − ωh‖curls,Ω, er,div(u) = ‖u− uh‖r,div,Ω,

e0(p) = ‖p− ph‖0,Ω, e1(T ) = ‖T − Th‖1,Ω,

with r = 6, s = 6
5 , as well as the experimental convergence rate of the error decay as

rate =
log(ei(·))− log(ei+1(·))

log(hi)− log(hi+1)
,
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DoF h ecurls(ω) rate er,div(u) rate e0(p) rate e1(T ) rate ‖ divuh‖`∞ it

Errors and convergence rates for k = 0
91 0.8660 2.28e+1 ? 4.10e-01 ? 4.02e-01 ? 2.64e+0 ? 1.67e-16 4

553 0.4330 1.62e+1 0.49 2.20e-01 0.90 1.42e-01 1.50 1.40e+0 0.91 2.66e-15 4
3841 0.2165 8.86e+0 0.87 1.15e-01 0.93 5.29e-02 1.43 5.19e-01 1.44 6.00e-15 3

28609 0.1083 4.56e+0 0.96 5.88e-02 0.97 1.73e-02 1.61 1.83e-01 1.50 2.00e-14 3
220801 0.0541 2.30e+0 0.99 2.95e-02 0.99 6.61e-03 1.39 7.41e-02 1.31 5.70e-14 3

Errors and convergence rates for k = 1
365 0.8660 1.20e+1 ? 2.03e-01 ? 2.29e-01 ? 7.76e-01 ? 4.05e-15 4

2417 0.4330 4.96e+0 1.28 6.21e-02 1.71 6.44e-02 1.83 2.52e-01 1.62 2.11e-14 4
17537 0.2165 1.39e+0 1.84 1.69e-02 1.88 1.13e-02 2.51 4.74e-02 2.41 7.76e-14 3

133505 0.1083 3.67e-01 1.92 4.38e-03 1.95 2.04e-03 2.47 1.10e-02 2.11 6.12e-13 3
1041665 0.0541 9.26e-02 1.96 1.11e-03 1.98 4.29e-04 2.25 2.72e-03 2.02 2.47e-12 3

Table 6.2: Accuracy test in 3D. Error history (errors for each field variable in the corresponding norm,
with r = 6, s = 6

5 , on a sequence of successively refined grids, numerically computed convergence rates,
and discrete norm of the divergence of the approximate velocity) for NDk+1−RTk−Pdisc

k −Pk+1 elements
with different polynomial degrees, and iteration count for the nonlinear Newton–Raphson solver. The
symbol ? indicates that no rate is computed at the initial coarse mesh refinement.

where we denote by ei the error associated with an approximation computed on the i-th mesh refinement
level having a grid of meshsize hi.

Over all refinements, a maximum of four iterations for the Newton–Raphson method are required to
reach a tolerance (either absolute or relative) of 10−8 on the residual. For this particular case, and for
the two lowest polynomial degrees k = 0, 1, we display the error history in Tables 6.1-6.2 for the 2D
and 3D case, respectively, where we observe that the method attains an asymptotic optimal convergence
of O(hk+1) as anticipated by the analysis in Section 5. The second-last column of the tables present
the discrete `∞-norm of the divergence of the discrete velocity, confirming that the method is mass-
conservative. Approximate solutions for the two cases are reported in Figure 6.1.

6.2 Non-isothermal through-flow in a porous channel

For our second example we model the flow of cold water through a channel with five hot cylinders. The
design of the test aims at heating the liquid and observing buoyancy effects as well. The channel has
length L = 1.7 and height H = 1 (adimensional units). The cylinders have radii of approximately 0.1 and
are slightly unsymmetrically distributed. The flow enters the channel from the left segment and exits on
the right end. For this test we consider a time-dependent model (adding the terms ∂tu to the momentum
balance and ∂tT to the thermal balance), and adopt a simple backward Euler time discretisation with
constant time step ∆t = 0.005 and run the simulation until the final time t = 1. We follow a similar
flow configuration as in, e.g., [40, Chapter 15] and take the following values for the remaining parameters
ν = 0.001, g = (0,−9.8)t, ρ = 1, µ = 10−4, K = 1, µ′ = 10−3, β = c′ = 1, α = 0.1. For the thermal
equation we set a prescribed cold temperature on the inlet Tcold = 10, hot at the cylinders’ surface
Thot = 50, and consider zero-flux boundary conditions at the horizontal walls and at the outlet. For the
flow problem we impose a parabolic velocity profile and a compatible vorticity on the inlet

uin = (1.5 arctan(40y(1− y)), 0)t, ωin = −60
√
ν

2y − 1

1600y2(y − 1)2 + 1
,

slip velocity condition at the walls and cylinders, and on the outlet assume zero pressure pout = 0 (the
vorticity is not prescribed at walls and cylinders). Then it suffices to add the following term in the weak
form of the constitutive equation for rescaled vorticity√

µ′〈uh × n, ζh〉out.

The system is able to produce the expected phenomenon buoyancy (temperature rises towards the
top wall forming channels of hot liquid), and we can also observe vortexes behind the cylinders. The
results are depicted in the different panels of Figure 6.2. For this test we have used the second-order
scheme with k = 1.
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Figure 6.1: Accuracy tests in 2D and 3D. Approximate solutions (vorticity distribution and streamlines,
velocity magnitude and streamlines, pressure profile, and temperature field) computed with the lowest-
order methods.

7 Concluding remarks

Studying natural convection in highly permeable porous media considering vorticity and viscous dissi-
pation has the potential to advance our understanding of complex fluid systems and improving various

24



Vorticity formulations for dissipative natural convection Demos, Dubey, Ruiz-Baier & Villa-Fuentes

Figure 6.2: Example 2. Snapshots at t = 0.2 (left) and t = 1 (right) for the the rescaled vorticity
(top), velocity magnitude and line integral convolution (second row), pressure profile (third row), and
temperature distribution (bottom) for the channel flow past five cylinders with µ = 10−4. Here we have
used the second-order scheme with k = 1.

industrial processes. These multiphysics models include fluid dynamics, heat transfer, and porous media
mechanisms. We prove that the governing equations are well-posed using the Banach fixed-point theory
and perturbed saddle-point theory in Banach spaces. The discrete problem is shown to be well-posed
and the analysis requires two Raviart–Thomas interpolators to match the regularity requirements of the
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continuous problem. We have presented numerical tests that confirm the properties of the proposed
numerical methods. It still remains to tackle the time-dependent version of the problem, a mixed for-
mulation for the thermal energy equation (to provide energy conservation as well), and to analyse the
functional structure of the set of equations in the case of a second viscous dissipation term in the energy
equation.
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