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ARTICLE INFO ABSTRACT

Keywords: We analyse a coupled 3D-2D model with a free fluid governed by Stokes flow in the bulk and a
Coupled bulk—surface problem poroelastic plate described by the Biot-Kirchhoff equations on the surface. Assuming the form
Fluid — plate poroelasticity interface of a double perturbed saddle-point problem, the unique solvability of the continuous formulation
Double saddle-point formulations is proved using Fredholm’s theory for compact operators and the Babuska—Brezzi approach for
Virtual element methods saddle-point problems with penalty. We propose a stable virtual element method, establishing
2020 MSC: 65N15 a discrete inf-sup condition under a small mesh assumption through a Fortin interpolant
65N99 that requires only H!-regularity for the Stokes problem. We show the well-posedness of the
74K20 monolithic discrete formulation and introduce an equivalent fixed-point approach employed at
76D07 the implementation level. The optimal convergence of the method in the energy norm is proved

theoretically and is also confirmed numerically via computational experiments. We demonstrate
an application of the model and the proposed scheme in the simulation of immune isolation using
encapsulation with silicon nanopore membranes.

1. Introduction

Bulk—surface interaction problems, wherein coupled physical phenomena occur both within a three-dimensional
domain and on a lower-dimensional manifold (such as a boundary or an embedded interface), arise naturally in a wide
range of geophysical, biomedical, and industrial applications. Typical examples include subsurface fluid transport
through fractured porous media [42], nutrient exchange across biological membranes [43], and the operation of
selective barriers such as semi-permeable filtration membranes [15]. These systems are often characterised by complex
multiscale dynamics, where interfacial processes strongly influence bulk behaviour and vice versa.

This work is motivated by the modelling and simulation of an incompressible fluid evolving in a bulk domain
and interacting with a poromechanical thin structure, specifically a deformable, porous interface. Such settings are
prototypical in the context of immune isolation devices and filtration technologies [39], where mechanical deformation
and fluid exchange through compliant membranes are tightly coupled (see also, e.g., [2]).

The geometrical configuration and the relevant operating regimes in numerous applications suggest an effective
model where the interface is treated as a Kirchhoff-Biot poroelastic plate [32], thereby reducing the complexity of
the structural component while retaining its key physical features. In the bulk, one considers Stokes flow under mixed
boundary conditions to account for viscous incompressible fluid dynamics. The coupling at the fluid—structure interface
governs both momentum and mass transfer, and it requires a careful analytical and numerical treatment.

A growing body of literature has addressed numerical methods and theoretical analysis for general mixed-
dimensional and bulk—surface coupled systems. Examples include models for surface-bound receptor dynamics in
cellular biology [16], surface transport coupled with bulk Darcy flow in ecological models [23], and hybrid methods
for fractured media [3, 11]. Advanced discretisation strategies such as trace finite elements [28] and cut finite elements
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[30] have been developed to handle the geometric complexity of lower-dimensional manifolds embedded in higher-
dimensional domains. We also mention partitioned methods, such as [19], that treat the fluid and solid domains
independently at each time step, coupling them through explicit interface conditions.

More directly related to the current study is the work in [7], where the authors analyse the coupling between
a free fluid and both thin and thick poroelastic layers using an asymptotically consistent multilayer model. Their
analysis employs Galerkin discretisation and compactness arguments to establish well-posedness. However, our setting
differs significantly: we focus solely on the interaction between a free Stokes fluid and a thin poroelastic plate, without
including a thick poroelastic subdomain. The poroelastic interface is modelled using a reduced Kirchhoff-Biot theory,
as introduced in [32], and discretised following recent developments in the virtual element method (VEM) for such
structures [33].

Our primary interest lies in the numerical analysis of this bulk—surface coupled system using a VEM. For coupled
diffusion problems on bulk—surface geometries, VEMs have shown great promise in recent works for 2D-1D and
3D-2D configurations [20, 21]. In the present paper, we build upon and extend these developments to treat a fluid—
structure interaction problem coupling Stokes flow and a Kirchhoff-Biot poroelastic plate. This approach leverages
the advantages of divergence-free virtual elements and the ability of VEM to preserve discrete complex structures
for Stokes problem in three dimensions (see [5]), as well as the relatively straightforward construction of conforming
virtual elements for fourth-order problems with fewer degrees of freedom (DOFs) even in two dimensions, especially
when compared to, for instance, Argyris finite elements [8]. The coupling across the interface introduces non-trivial
challenges in terms of both continuous and discrete stability, which we address through careful analytical constructions.

The principal contributions of this paper can be summarised as follows: a rigorous continuous analysis of the
coupled bulk—surface system formulated as a double saddle-point problem, using perturbed saddle-point theory and
Fredholm alternative arguments, the design of a compatible VEM for the coupled Stokes/Kirchhoff-Biot system on
general polygonal and polyhedral meshes; the construction and related estimates of a novel Fortin interpolation operator
with H!-regularity and a commuting diagram property, tailored to enforce an extended discrete inf-sup condition
involving the bulk—surface coupling; a detailed derivation of optimal a priori error estimates in the energy norm under
a small mesh assumption; an open-source implementation of the method in the VEM++ library [12], using a splitting
scheme that is shown to be equivalent (under suitable assumptions) to the monolithic formulation; and finally, numerical
experiments that confirm the theoretical convergence rates, and that demonstrate the effectiveness of the proposed
approach in simulating fluid—structure interaction relevant to immune isolation via silicon nanopore membrane (SNM)
devices.

Plan of the paper The contents of the remainder of this work are organised as follows. The statement of the coupled
bulk—surface model, the domain configuration, and the weak formulation of the problem are presented in Section 2.
Fredholm theorems together with the abstract theory for perturbed saddle-point problems are the main tools used in
Section 3 to show that the continuous problem is well-posed. In Section 4, we state the conforming VE spaces, provide
appropriate DOFs and introduce suitable projection maps that comprise the definition of the VEM formulation. This
discrete problem is proven to be well-posed in Section 5, and the analysis of convergence is detailed in Section 6. The
implementation of the method and the corresponding splitting scheme are explained in Section 7. Finally, Section 8
presents representative numerical examples that confirm the rates of convergence specified by the theoretical analysis
and the applicability of the model.

Preliminaries Let Q be a bounded domain in R? with boundary 0 split disjointly between a smooth sub-boundary
I" and a flat surface = with outward pointing unit normal ny. We denote by V the gradient in R? and by Vs = Ps V the
tangent gradient on X, where Py denotes the projection of R? onto the tangent plane of %, that is Py = I — ny ® ny
(where I is the identity), see, e.g., [36]. Other differential operators associated with the surface £ will be denoted with
the subscript Z, such as the divergence divy = tr(Vy), Laplacian divs(Vys) = Ay (Laplace-Beltrami), Hessian V2,
and bi-Laplacian A%.

We use standard notation (see, e.g., [35]) and denote, for s > 0, by H*(Q) the usual Hilbertian Sobolev space of
scalar functions with domain €2, and denote by H*(€) their vector counterpart. The norm of H*(€2) is denoted ||-||; o
and the corresponding semi-norm | - |; . We also use the convention HY(Q) := L%(Q) and write (-, ‘)q to denote the
inner product in L2(Q) (similarly for the vector counterpart).

Throughout the paper, we will use the symbol < to denote less or equal up to a constant that does not depend on
the mesh size.
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2. Governing equations and weak formulation

We assume that the domain Q is filled with a viscous incompressible fluid whose dynamics is governed by Stokes’
equations written in terms of bulk velocity u : Q — R3 and bulk pressure p : Q — R

prou—pAu+Vp=f and divu=0 in Q,

where p is the fluid density, u is the fluid viscosity, and f is the external body force. The boundary I' is the wall of
the container separated into ['* and I'®, on which we consider mixed no-slip velocities and zero normal stress, and X
represents a flat poroelastic plate in contact with the fluid. On this surface the dynamics are governed by the Biot (or
Biot—Kirchhoff) equations stated in terms of normal deflections of the plate w : £ — R and the first moment of the
fluid pressure head in the interstitial plate ¢ : £ — R. By dX we denote the border of X and by n,s we denote the unit
normal pointing outwards from dX and lying on the tangent plane of Z.

In the form of Biot—Kirchhoff equations considered herein, the first assumption is that the deformations of the solid
phase are consistent with the Kirchhoff-Love hypothesis, and so plate filaments that were originally perpendicular to
the middle surface remain orthogonal to the deflected centred surface. Secondly, as in [32], we suppose that the apparent
fluid pressure in that system has the physical meaning of the first moment of the pressure across the thickness of the
plate, and that the filtration in the poroelastic plate (through Darcy’s law) occurs in the tangent plane to X. This is
different from the works [7, 29, 34] where the filtration occurs predominantly in the normal direction and then a 2.5D
type of model is required for the poroelastic plate and the pressure moment is not used as an unknown. Bearing in mind
these considerations, we are left with the following set of equations for the plate (see, e.g., [32, 33])

PpOy + DA%LU +aAyp=m—ony-ny and 0J,cyp —alAydw—KkAyp =g inX,

where p,, > 0 is the inertial parameter (plate density), D > 0 denotes the elastic stiffness (flexural rigidity) of the plate,
a > 0 is the rescaled Biot—Willis coefficient, ¢y > 0 is the storativity of the fluid-solid matrix (the net compressibility
of constituents), the term ¢y — aAsw is the total amount of fluid in the plate, ¥ > O is the plate permeability rescaled
with fluid viscosity, m : £ — R is the distributed load on the plate, and g : £ — R is a source/sink of fluid. Note
that on the right-hand side of the deflection equation the force balance also has a contribution coming from the normal
stress of the fluid.

As the present work focuses on the spatial discretisation using VEMs, we discard the time dependence of the
problem by applying a semi-discretisation in time with constant time step = > 0. Making abuse of notation regarding
the load and source terms (which will now contain contributions from the solutions at the previous time steps), in
summary, we have the following bulk—surface coupled system

p
Y uAu+vVp=f inQ, (2.1a)
T
divu =0 inQ, (2.1b)
Co a .
—@p——-Asw—KkAsp=g in X, (2.1¢)
T T
p
T—‘z’w + DAZw + aAyp = m — ony - ny inX, (2.1d)

equipped with the following boundary conditions

u=20 onI™, (2.1e)
c-np=0 onI?, (2.11)
=0 on 0%, (2.1g)
w=Vsw- -nz =0 on dX. (2.1h)

Since stress can be exerted from the fluid domain onto the poroelastic plate, we also consider the following set of
kinematic and dynamic transmission conditions accounting for the continuity of normal velocities and the Beavers—
Joseph—Saffman—Jones interfacial conditions for normal and tangential stress (see, e.g., [38, 41])

u-nzzlw—KVZqo-nzzlw on X, (2.17)
T T
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Noy

Figure 2.1: Sketch of the domain and boundary configuration.

—(ong) -ny =¢@ on X, 2.13)
—(ong) X ny =y(u— lwnz) X ny = yu X ny onZx, (2.1k)

T
where ¢ := uVu — pl denotes the Cauchy pseudo-stress tensor associated with the bulk fluid domain, y > 0 is the

slip rate coefficient (tangential resistance) rescaled with the fluid viscosity and plate permeability. In (2.11) the fluid
pressure moment flux vanishes because the plate gradient and ny are mutually orthogonal, and in (2.1k) the plate
deflections vanish because of the term ny X ny, which turn (2.1k) into the classical Beavers—Joseph—Saffman condition
for tangential stress encountered in Stokes—Darcy type of models. We also stress that, from (2.1j), we can recast the
right-hand side forcing term on the plate simply as m — .

As we consider entities defined on surfaces, apart from the surface function spaces L?(Z) and H”(X), we will also
use the trace space H'/2(2) and its dual H=1/2(X) as well as their vector-valued counterparts (see, e.g., [16]). We recall
that the trace operator from H'(Q) to H!/ 2(2) is bounded and surjective (cf. [27]), and that the space H'(Z) is dense
in H/2(2).

In addition, and in view of the boundary conditions, we define the following functional spaces for bulk velocity,
bulk pressure, surface pressure moment, and surface deflection

H,(Q) :={veH(Q) :v=00nT"}, L2(Q),
Hy(®) := {y e H'(Z) : y =0ondx}, Hy(®) := {w € HA(Z) : w = Vgw - nys = 0on 0L},

respectively, where the boundary values are understood in the sense of traces and we adopt the notation of using the
same symbol for a function and its trace.
We endow these spaces with their natural norms

v lvlhig gF lldllog v llvlhis, &= I1¢lhs,

and furthermore we denote the graph norm in L2(Q) x H(l)(E) as |(g. w)||? := ||q||% ot ||1//||% 5

Note that the boundary conditions for the fluid velocity need to be compatible between the f)art of I that meets with
0X. For the zero fluid pressure moment condition assumed in (2.1g) we cannot have ['* meeting 0% since on I™ we do
not prescribe fluid pressure but rather fluid velocity. Then we need to assume a domain and boundary configuration as
depicted in Figure 2.1. Should different boundary conditions be considered on 0%, for example a no-flux condition for
plate fluid pressure moment, then we require to exchange the fluid domain sub-boundaries I'* 2 I'°.

A weak formulation is derived by testing equation (2.1a) against v € HL (Q), integrating over Q, applying
integration by parts and using the boundary conditions (2.1e)-(2.1f); then testing (2.1b) against ¢ € L%(Q) and
integrating over €, then testing the transmission condition (2.1i) against y €& H(l)(Z), testing (2.1c) also against
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v E H(l)(Z), integrating by parts using (2.1g) and negating that equation; and finally proceeding similarly for (2.1d)

testing by § € Hg(Z) and rescaling that equation by % We note that from the momentum balance, the remainder of
integration by parts can be conveniently rewritten, owing to the splitting ony = [(onys) - nglns + [(ons) X ng] X ny
and the transmission conditions (2.1j)-(2.1k), as follows

IZ=—/6nz-v=y/(uxnx)-(vxnz)+/(pv-nz.
z z z

Putting all this together, we arrive at: Find (u, p, ¢, w) € HL(Q) x L2(Q) x H(l)(Z) X H(Q)(Z) such that

p
—f/u-v+/4/Vu:Vv+y/(uxn2)-(v><nz)
T JQ Q b

—/pdivv+/(pv-n2=/f-v vv € H (), (2.22)
Q p) Q
- / gdivu=0 Vg € LX(Q), (2.2b)
Q
/ll/u-nz—l/wq/=0 Vy € H\(D), (2.2¢)
b TJx
C,
——0/¢W—E/V2w‘vz‘l’—’</VZ(P‘VEWZ—/gII/ Vy € Hy(D), (2.2d)
T Jz T Jxz = z
1 a Pp D T | 2
= [ 9¢—= [ Vo - Vel = [ wi+— | Viw: Vil =~ [ m¢ V¢ € Hy(D). (2.2¢)
TJxz T Jx 0 Jx T Jxz TJxz

Notice that the Sobolev embeddings provide H(l)(Z) o HY2(Z) & L2(Z) o H/2(Z) & H1(X). Moreover, let us
denote by R; 5 (8§ € R) the Riesz map between H~%() and its dual H*(Z). Thus, for any & € H(l)(Z) and p € H/2(2),
the following duality pairings are equal to the inner product in L2(X)

(& ii12m10R] )5 (P1x = (P Ry 50l 10O)1 s = /Z £p, and (ERIYONs =€l (2.3)

where i_; /2,-1 (resp. iy /2) denotes the Sobolev embedding from H~Y 2(2) to H'(2) (resp. H'(Z) to H!/ 2(%)) and
the Riesz representation theorem is used in the second equality. Therefore, since ny is sufficiently regular so that
V-ns € H!/2(2), the last term in the left-hand side of (2.2a) (and similarly, the first one in (2.2c)) is well-defined.

Adding together equations (2.2¢) and (2.2d) and defining the operators A : HL(Q) - [HL(Q)]’ ,B; HL(Q) —
[L2(Q) x Hy®)Y, C; @ LAQ) x H)(®) — [LAQ) x Hi(®), By,B; @ LAQ) x H)(X) — [H}®)], and
G : Hg(z) N [Hg(z)]' through the following bilinear forms

(Au,v) = a(u,v) = w,v) + a¥ (u, v) + a*(u,v)

p
:=—f/u-v+/4/Vu:Vv+y/(uxn2)-(v><nz),
T Jo Q =

(Byv.(q.w)) = by (v.(q.w)) = b]" (. (q.y)) + bT (. (4. w))

:=—/qdivv+/u/v-n2,
Q b

(C1(p, ). (@, ¥)) = ¢1((p @): (@ W) = (B, @), (W) + ¢) (P, @), (4, W)

o
:=—/(pW+K/V2(p-VZW,
T Jxz b

(By(q,w). ) = by((q,w),{) := —% /2 Vsy - Vs,

<B3(qa W)s C> = b3((q7 W)7 C) = _% /ZCII/,
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0 &
<C2w7 Z:) = cZ(LU’ C) = CZ(LU, C) + c2 (w7 Z:)

Pp D 2 2
= — wé + — Viw : ViE,
2 fuwce 2 [ Vi vig

we infer that the weak formulation of the coupled problem can be written in operator form (in the dual of the solution
space) as follows

A B} 0 u F
B, -C,  Bi+B:||e.o|=[G| in [H,(Q x@L Q) xH)E)xH;Z). (2.4)

where the linear functionals F € [H,(Q)]', G € [L*(Q) x H{(2)I', and M € [H}(Z)]' are defined as

F(v) :=/f-v, G((gw)) :=—/gw, M©) :=1/m§,
Q s T Js

for allv € HL(Q), (¢, ) € L*(Q) X H(l)(E), and ¢ € Hg(Z).

3. Unique solvability of the continuous problem

This section presents a theoretical analysis of the weak formulation in (2.2), including detailed proofs establishing
its well-posedness.

3.1. Preliminaries
We start by stating key properties of the operators above. They follow directly from trace inequality (with continuity
constant C > 0 depending only on X and ), Cauchy—Schwarz, Holder inequalities, and the norm definitions

(A0 < max( L Clull glellg Vuw € HL@), (3.1a)

(Av,v) > min{ %f, HHIYI g vv € HL(Q), (3.1b)

(C1(p. @), (g w)) < max( ‘;—0 <. @I (g w)ll V(p. 9).(q.w) € LA(Q) x H(Z), (3.1c)
(Ci(q, ), (g, w)) > min{%‘), Kyl s =0 V(g.w) € L*(Q) x H(D), (3.1d)
KCy0,0)] < max{f—;’, 2 Yl £ Vi, ¢ € HA(D), (3.1e)
(C¢.¢) > min{%, %(IICII%Z +1¢y) V¢ € Hy(D), (3.1f)
(Byv,(q.y)) < max{1, Cr}[Ivll; oll(g. w)l Vo e HL(Q). (q.yv) e LAQ X H)(Z),  (.lg
(By(q.w).¢) < %ll(q, WISz V(g.w) € L*(Q) x Hy(D), ¢ € Hy(D), (3.1h)
(B3(q.9).¢) < %n(q, WISl V(g.y) € LA(Q) X H)(Z), ¢ € Hy(D), (3.1i)

and we note that even if the inertial contributions vanish p =Py = 0, the coercivity properties (3.1b) and (3.1f) can
still be shown by Poincaré—Friedrichs and its well-second-order variant in H2(X) with clamped boundary conditions
(see, e.g., [18, Chapter 6]). It is straightforwardly shown that the linear functionals are bounded in their respective
norms

1
IEI <1 fllog. NG <llgllos.  IMI < —limllos. (32

We can also establish the following inf-sup condition for B;.
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Lemma 3.1. There exists f > O such that

B,v,(q,y)
wp  B@YD S il Vi) e L2@) X H)(2). (33)
veH! @)\ (0} Il o

Proof. From the surjectivity of the divergence operator in Hll_,,uz(Q) (see [17]), we know that for any g € L*(Q) and

v e H(l)(Z) withc := ﬁ /s v, there exists v, € H[,, (@) such that

dinl =—q—-c in Q, vl 'nz = 0 on Z, “v]”]’g S ﬁN(”q”()?Q'i' ”W”],Z) (34)
Moreover, the unique solvability of the following Stokes equations (see, e.g., [26])
-Av, + Vg, =0, dive,=c inQ, v,=yny onX, v,=0 onodQ\ZZ,

provides that there exists a unique v, € HéQ\E(Q) C HL (€2) with the properties

vy ny=y onX and [yl 0 < Allvll s (3.5)
The combination of (3.4) and (3.5) for ¥ :=v,; + v, € HL(Q), together with (2.3) results in

~ 2 2
sup Byv.(qg.y) _ Bi0.(q.¥)) _ lallgq + wlly
veH! @)\ {0} lvlhae = lIZlhe 1ol o

2 Plllglloq + llwlly ).

and consequently, concludes the proof with the existence of a positive constant § := (\/E(ﬁ~ + ,BA))‘1 > 0 that depends
on the elliptic regularity constants of the auxiliary problems above. O

3.2. Abstract results

In this section we state two abstract results (the Fredholm alternative for compact operators, and the classical
BabuSka—Brezzi theory for perturbed saddle-point problems, respectively) in a specific form that accommodates the
well-posedness analysis of (2.4). Proofs of these theorems can be found in, e.g., [24, Theorem 6.9] and [25, Lemma
3.4], respectively.

Theorem 3.1. Let X be a Hilbert space and consider the linear operator (A + K) : X — X'. Assume that A + K is
injective, K is compact, and A is self-adjoint and invertible. Then, A + K is invertible.

Theorem 3.2. Let X,Y be two Hilbert spaces and three continuous bilinear forms a(-,-) on X X X, b(-,-)on X XY,
and c(-,-) on Y X Y; which define three linear continuous operators A : X - X', B : X - Y andC : Y - Y.
Suppose that

e a(-,-) is symmetric and coercive over X, i.e., a(u,v) = a(v,u) and

la,v)| > a v}y  VoeEX,

e b(.,-) satisfies the inf-sup condition

b(v, q)
p
vex\(o} llvllx

> pllally Vgevy,

e c(-,-) is symmetric and positive semi-definite over Y, i.e., c(p, q) = c(q, p) and
c¢.920 Vgev.
Then, for for every F € X' and G € Y, there exists a unique (u, p) € X X Y satisfying
a(u,v) + b(v, p) = F(v) Vv e X,
b(u,q) —c(p.q) =G(qg)  VqeY,

as well as the following continuous dependence on data

lullx +1lplly S IFx +1Gllyr
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3.3. Verification of well-posedness

With respect to (2.4), let us denote the product space X := HL(Q) x [L2(Q) x H(l)(Z)] X H(z)(Z) and denote the
left-hand side operator as A + K : X — X', with the linear (and, owing to the estimates (3.1), clearly bounded)
operators A, K : X —» X/

A B 0 0 0 0
A:=[B, -C, 0| Kk:=[0 0 Bi+B:|
0 0 G 0 B,-B; 0

And, proceeding similarly to, e.g., [25, 37], the goal of this section is to use Theorem 3.1 to show that (2.2) is well-posed.
Lemma 3.2. The map K is compact.

Proof. Letid : H'(Z) — H'(X) denote the identity operator and ic denote the compact embedding from HZ(Z) into
H!(Z) (we could also use the compactness of the identity map of Hg(E) into H(l)(Z), cf. [1, Theorem 8.3]). Furthermore,
we have that

—([B, +B31(q, ). {) = =(R ={[B, + B31(q,y)}, )1z = %/ECW + g /z Vsl - Vyy,

and the right-hand side is simply a scaled (equivalent) inner product in H'(Z) between ¢ and y, which implies the
operator identification B, + B3 = Rl‘;o(—const. | Xid)oic, and therefore B, + B is a compact operator.Note also that

the same argument holds for B, — B5. Indeed, B, — B; = R1_120(—const.2 X id)oic. Then, we can assert that the map
K HL (@) x [LX(Q) x Hy(D)] x Hi(Z) - [H}(Q) x (LA(Q) x H)(2)) x H3(®)!,
<K(us (p9 (p)’ LU), (1}3 (q9 W)? C)) = ([B2 + B3](q3 W)’ w> + <[B2 - B3](p’ (ﬂ), é:>3
is indeed compact. O
Lemma 3.3. The map A is self-adjoint and invertible.

Proof. Let us denote X = (u,(p, @), w)" € X, and note first that the first two equations that define the problem
AX = (F,G, M)T are decoupled from the third one. In consequence, we can simply analyse the unique solvability of
the two separate problems

A B u F
<B1 _él> <(p, qo)) = <G> and Co,w=M. 3.6)

The first problem in (3.6) consists in finding (u, (p, p)) € HL(Q) x [L2(Q) x H(l)(Z)] such that

a(u,v) + b, (v, (p, 9)) = F(v) Vv € HL(Q),

(3.7
b, (. ) — ¢;(p. @) (q.¥) = G((q.y)) (g, w) € L*(Q) x Hy(Z).

The bilinear forms a(-,-) and c;(-,-) are clearly symmetric. Also, using (3.1a), (3.1g), (3.1c) and (3.2) we have
that all bilinear forms and linear functionals in (3.7) are bounded. In addition, the coercivity of a(:, -) over HL Q)
is established in (3.1b), the semi-positive-definiteness of c;(-,-) is stated in (3.1d), and the inf-sup condition for
b(-,(-,+)) is proven in Lemma 3.1. Then it suffices to apply Theorem 3.2 to conclude that there exists a unique
(u, (p, @) € HL(Q) x [L2(Q) x H(IJ(Z)] solution to (3.7) that satisfies

lull; o + 112, @)l < CUlflloq + llgllox)-

On the other hand, the second problem in (3.6) consists in finding w € Hg(Z) such that

o,§)=ME) V¢ EeH)E) (3.8)
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Since ¢, (-, -) is bounded and coercive in Hé(Z) (cf. (3.1e)-(3.1f)) and M (-) is bounded (cf. (3.2)), a direct application

of Lax—Milgram’s lemma yields that there exists a unique w € H(Z)(Z) solution to (3.8) and the following continuous
dependence on data holds

lwllz < Climllgs.

These steps imply that the problem AX = (F,G, M) is well-posed. To check that A is self-adjoint, it suffices to
recall that the bilinear forms a(-, -), ¢;(-, ), ¢5(:, -) are symmetric. O

Lemma 3.4. The operator A + K is injective.

Proof. We consider the problem (A + X)X = (0,0, 0)", and our goal is to show that X must be the zero vector in X. In
terms of bilinear forms, this problem is written as
a(u,v) + b, (v, (p.9)) =0 Vv € H,(Q),
by(u, (g, ) — ¢, ((p, @), (@, W) + by((q, W), w) + b3 (g, w),w) =0 V(g y) € L}(Q) x H})(E), (3.9)
by((p, ), &) — b3((p, 9),{) + cr(w, §) =0 V{ € Hﬁ(Z)-

For the bulk fluid pressure, we use the inf-sup condition for b, (-, -) (3.3), the first equation in (3.9), and the boundedness
of a(-,-) (3.1a), to readily obtain the following estimate

by (v, (p, 9))
Blplloo <Al @Il < sup ————
veHi(Q)\{O} ”V“LQ
la(u,v)| _ Py

2
max{7,ﬂ,CTY}||u||1,Q-

veHi(Q)\{(}} ||U|| 1,Q -

Next, choosing as test functions v = u, (¢, ) = (p, ), and { = w, adding the first and third equations in (3.9) and
subtracting the second one, we obtain

a(u9 u) + Cl(([’, (P), (P7 (P)) - 2b3((p’ (p)’ I/U) + CZ(LU, I/U) = 0

From this relation, and using the coercivity of a(, -), the definitions of ¢,(-, -) and ¢,(:, -) (which form a norm in H(Z)
and H?(Z), respectively), together with the definition of b5, we get

. pf Co pp D 2
02 min( "L )l o + Llgly + K1Vsol s + 2l s + 2IViwly +2 [ o
z

. Pr 2 €O 12 2 Pp 2 D, 2 2 2
> mm{?, Hllully g + 7”‘””0,2 +xVsollys + ;llwllo,z + ?llvzwllo,z - ;llwllo,zll(ﬂllo,z

G 1 2 2 Pp € 2 J L
U + K|V + (2 = S)wl?, + 2 V2w,
. €T)||(P||0,Z IVsolly s (13 T)ll o T|| swllys

. P f 2
> m1n{7, /’l}”ulll’g + (
where we have used Cauchy—Schwarz and Young’s inequalities. Then, choosing cl <e< i—g (actually, because of the
0
boundary conditions and equivalence between the semi-norms and norms in the spaces for plate deflection and plate

pressure moment, we can take ci <e< i—;), we can infer thatu = 0, ¢ = 0, and w = 0. O
0

The proof of well-posedness of the coupled system (2.2) is a direct consequence of Theorem 3.1.

Theorem 3.3 (well-posedness). For given f € L*(Q), g € L*X), and m € LX), there exists a unique
X =, (p, @), w)" € X solution to (2.2). Moreover, there exists a positive constant C such that

lulli o + 1. @)l + lwlls < C (If log + llglox + llmllox) - (3.10)
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Proof. The existence and uniqueness of X € X follows from Lemmas 3.2,3.3, and 3.4 confirming the hypotheses of
Theorem 3.1. The continuous dependence on data (3.10) is carried out using similar steps as in the proof of Lemma 3.4.
That is, we use v = u, (¢, ) = (p, @), and { = w as test functions in (2.2). Combining the first and second resulting
equations gives

a(u, u) + ¢ ((p, @), (p, @)) = [by + b31((p, @), w) = F(u) — G((p. 9)),

and using again the coercivity of a(:, -), the positivity of ¢,(:, ), and the boundedness of the operators F(-) and G(-),
we arrive at

min{ p7f pllull} g + cfu(pné,z + Kkl Vyollg 5=Ibs + b31((p, @), 0) < | £l @ llully o+ llgllox (2, @)
On the other hand, using the third resulting equation

[by — b31((p, @), w) + cr(w, w) = M(w),
and invoking the coercivity of ¢, (-, -) as well as the continuity of the linear functional M (:), we can assert that

Ppl
3

2 D
= |w”0’2+ ?l

IV3wlig 5 + [by = b31(p, @), w) < lImllg g1l 5.

Adding the previous two estimates and using the boundedness of bs(-, -) together with Young’s inequality (requiring
again € such that cl <e< p—‘;), we obtain the bound
0 T

lulli o+ el s+ llwllys < CUlfllog + lgllos + lmllgs)- (3.11)

Finally, we use again the first resulting equation, the inf-sup condition for b, (-, -), and the boundedness of a(, -), to end
up with

by (v, (p, ®))
Plploo < Allp. @) < sup e
veH! (Q)\{0} vl o
F(u) — a(u,v) Py
= sup ———"— <|Iflloq+max{—, u,Cry}lull o
vEHL(Q)\{O} ”UHI,Q T
which, together with (3.11), implies the desired result. ]

4. Virtual element framework

This section aims to introduce the conforming VEM spaces for (2.2), specifying appropriate DOFs along with the
definition of suitable polynomial projection operators that guarantee the computability of the method.

Admissible meshes Let Q be a contractible polyhedron with Lipschitz boundary 0Q and {Q,,} -, be a sequence of
decompositions of Q into general polyhedral elements K of diameter sy with the mesh-size h := supgcq, hg. This
consequently provides the polygonal decomposition I', of the part of the boundary I" and X, of the surface X.

Let 7, (resp. £,) denote the set of the faces (resp. edges) of the polyhedral decomposition €. The following mesh
assumptions are considered throughout this paper. We assume that there exists a universal constant p > 0 such that

(M1) each element K is star-shaped with respect to a ball of radius greater than equal to phg,
(M2) every face F of K is of diameter i and is star-shaped with respect to a disk of radius greater than equal to phg,
(M3) every edge e of K has length s, > phg.

The local (resp. global) number of vertices, edges and faces are denoted by N lf( ,N EK , N ij (resp. N,, N,, N f). An
important consequence of the mesh assumptions is that the global number of faces N, can be uniformly bounded by
N; > 41in 3D depending only on p (refer to [14, Lemma 1.12] for a proof). Let P.(D) (resp. P.(D), P.(D)) denote the
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space of scalar (resp. vector, tensor) valued polynomials of degree < r on a domain D. Note that here the domain D
can be of dimension 1,2 or 3. We use the following polynomial decomposition on each polyhedron K

P.(K) = VP, (K)® G- (K),

where the complement G:-(K) contains the polynomials of the form xP,_; (K) with x! := (x5, —x;) for d = 2 and
xAP,._(K) for d = 3. Let xp and Ay, be the barycentre and the diameter of a domain D respectively. Define the space
of scaled monomials of degree < k for k > 0 on a domain D as

Mk(D)={<x;xD>t : OSItISk}
D

for a multi-index ¢ = (¢,...,t;) with [¢| := #; + --- + t;. The notation M (D) (resp. M; (D)) stand for vector and
tensor valued scaled monomials. Also the space Mt(D) is the scaled basis of the complement Gt(D) such that
VoM. (D)@ Mi(D) forms a scaled basis of P (D). It is well-known in VEM literature that the DOFs scale like ~ 1
and hence the scaled monomials are considered as the basis of any polynomial space involved in the definition of the
DOFs.

Polynomial projections For each polyhedron or face D, we introduce the following projections:

e For any k > 0, the L? projection Hg’D : L2(D) — P,(D) is defined, for any v € L*(D), by

D D

with analogous definitions of Hz’D and z’D for vector and tensor functions.

e For any k > 1, the H!-seminorm projection HZ’D : H(D) - P, (D) is defined, for any v € H' (D), by

/ VI Po- Vg = / Vo-Vy, forall z € Pu(D), (4.2a)
D D
/ v Po = / Vo (4.2b)
oD oD

with analogous definition of HZ’D for vector functions.

e For any k > 2, the H?-seminorm projection HZz’D : HX(D) —» P (D) is defined, for any v € H%(D), by

/ vznzzl’u (V2 = / V2u : V2, forall y, € Py(D), (4.3a)
D D
M"Pp=5 and VI Pv=Vo, (4.3b)

K

. . . . —. N
where is the Hessian matrix (of second-order derivatives) and v is the average NL Zi—U1 v(z;) of the values of v
© L=

at the vertices z; of K.

Virtual element spaces for the 3D Stokes equations The definition of the enhanced 3D VE space in this paper is
followed from [5]. We set the polynomial degree k > 2 in the rest of this paper. For each face F € dK, the VE space
BX(F) locally solves the Poisson equation with Dirichlet boundary conditions and is defined by
veH'(F): vl,r € COOF), v|, €P(e) foralle € dF,
B¥(F) := Apv €P (F), =11 0, 7, )p =0
forall 1 € Py (F)\ Pyp(F)
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with BX(F) = [BK(F)]? and the boundary space B¥(0K) = [B¥(0K)]? for
B¥(0K) := {v € C°(0K) : v|p € B&(F) forall F € 9K}.
First we define an extended local VE space Vh(K ) for each K € Q,, as

~ veH(K): v|x €BFOK), Av+ Vs € GL(K)
VE(K) := k ,
for some s € L3(K), divv € Py_;(K)

and the enhanced local VE space V,(K) with additional orthogonality condition as

VH(K) = { ve V’;(K) - HZ’Kv, &ox =0 forall g € GL(K)\ Gi_z(K)} .
The global VE space is defined by

Vi = {v, e HL(Q) : v)lx € VE(K) forall K € Q,}.
The DOFs for v € V';l(K) and K € €, can be taken as follows:

(D1v) Edge moments: the values of v at the vertices of K and at k — 1 distinct points on every edge e of K,

(D2v) Face moments: the normal and tangential components of v as

1 1
—/(v-nﬁ))(k_z and —/V|F'Xk—2
hF F hF F

for all y,_, € My_(F) and yy_, € [My_o(F)*.

(D3v) Cell moments: the curl and div part of v as

1 1 .
. v-;(i_z and h—/(dlvv))(k_l
K JK K JK

for all Xt—z € Mt_2(K) and y,_; € M;_;(K)\R.
It is shown in [5, Proposition 3.1] that the above set of DOFs is unisolvent for the space Vfl(K ).

Lemma 4.1 (computable projections on V’;l). The H' face and element projections IIZ’F : BXF) —» P(F) and
HZ’K : V:(K) — P (K), respectively, also the L2 face projection Hg’fl : BK(F) » P, (F) and the L2 element

projections HZ’K : V’;(K) — P (K) along with (11_K1 : V(V';(K)) — Py_1(K) are computable in terms of DOFs
(D1v)-(D3v).

Proof. The detailed proof can be found in [5, Proposition 5.1]. O

The local discrete pressure space Q’;l_l(K ) is nothing but the space of polynomials P,_;(K) and we can take the
DOFs as

(D1g) Cell moments: For any g € Qfl‘l(K) and for all y,_; € M,_,(K),

1
- q Xk-1-
hg Jx

The global discrete pressure space is the set of piecewise polynomials of degree < k — 1 on ,,, that is,

Q! i={g, eL*(Q) : qlx € QTI(K) forall K € Q).
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Virtual element spaces for the 2D poroelastic plate equations To approximate the displacement space, we
consider the local conforming VE space WZ(F ) as a set of solutions to a biharmonic problem over F with clamped
boundary conditions on 0 F, and it is defined, for k > 2 and r = max{k, 3}, by

WEE) o { w € H*(F)nC'(0F) : AZw € P,(F), w|, € P,(e) and Vyw|, - n’, € Pk_l(e)} |
g VeedF, and (w—T1 Tw, y)p =0 V g € PL(F)\ P_4(F)
The following DOFs are unisolvent for the space WZ(F ). Forany w € W’;l(F ),
(D1w) Edge moments:

o The values w(z) and h,Vw(z) (h, is characteristic length associated with z) of zero and first derivatives
of w at the vertices z of F,

1
[ ] h_ /anw 11(_3 A4 Xk—3 (S Mk_3(e), e e 0F,
e e

1
[ h—/w Ni—4 VIk—4 S Mk_4(e), e e 0F,
e e

(D2w) Face moments:

1

— | W xp—a Y Xpg € My_4(F).
hg JF

The global displacement VE space is defined by

Wi 1= {w), € HY(Z) : wylp € Wi(F) forall F € 3,).

Lemma 4.2 (computable projections on th [33]). The H2-projection HZZ’F : W’;I(F ) = P.(F) and the L?*-

projections H%F : W’;l(F) — P (F) together with Hz’_F] : VZ(W';l(F)) — P,_(F) are computable in terms of
the DOFs (D1w)-(D2w).

To approximate the pressure space, one can consider the space B¥(F), but note that, it is a super-enhanced space
defined particularly to have the computable L? face projection Hgfl at hand. Since here only computable L2-projection

Hg,’F is required, we define the local enhanced space, for £ > 1, as

RCF) r€ HY(F)n C°0F) : Agr € P,(F), r|, EP,(e) Ve€dF,
he and (r = TI1Fr, 7 p =0V y, € Po(F) \ Py_(F) '

The following DOFs are defined such that the triplet (F, Ri(F ), {(D1r)-(D2r)}) forms a finite element in the sense of
Ciarlet. For any r € RZ (F),

(D1r) Edge moments: values of r at the vertices z of F and at the £ — 1 distinct points on each edge e of F,
(D2r) Face moments:

1

o [ T e Vie—s € My_o(F).
rJF

The global pressure VE space is defined by
R/ = {r, €H)(Q) : rylp ERL(F) forall F € X,}.

Lemma 4.3 (computable projections on Ri). The H'-projection HZ’F : RZ(F) — P,(F) and the L*-projections
Hg’F : RZ(F) — P,(F)along with H(;,’_Fl : VE(RZ(F)) — P,_|(F) are computable in terms of the DOFs (D1r)-(D2r).
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Discrete bilinear forms With ¢ = k — 1, we set the global discrete operators A, : V¥ — [V}, By, © Vi —

Q' xR, €y 1 Q! X RETH — [QF! X RETMY, By, By, 0 QF7! X RE! — [WEY and C,), @ WK

— W

as the summation over local discrete counterparts. In particular, for any (uy, (py, @), wy) and vy, (g, w3), ) in

Vi QT X RETH x Wi,

(Apup, vp) = apuy, vy) = Z ap (uy, vp),

KeQ,
(Biyhs @ W) = bip@p @ wi) = D bY@ (@ W),
KeQ,,

(C1a(p @) @ W) = C1a (P @) @) = D ¢l (Do @1): (@1 w3,
Fez,

Bon(an W) En) = bon (@ W) En) = D, b3 (@ wi)s Cn)s
Fexz,

(B3n(@ns wn)s Cn) = b3p((@ps W) Ep) = Z bfh((qh, i) Cn)s
Fex,

(Conton, §) = eon(wp Cp) = ) 3, (0, C),
Fez,

where the local discrete bilinear forms are defined as follows:
K ._ 0K V.K K
ah (uhsvh) - = ah (uh’vh)—i_ah (uhsvh)'i_ah (uhs vh)
Py

0,K 0,K 0,K 0,K 0,K
- KHk up - T Kv, + S5 -1y, (1 -1 50y)

+ ;4/ ORVu) o PR Vo) + 57K - Iy, (1 - ),
K

0,F 0,F
+r ) /(nk u, X ny) - (0 v, X ny),
Feoknz, / F

bE @, (@ wn)) 2= B @ (W) + 7K @ (1 W)

. 0,F 0,F
_/qhdlvvh+ Z /Hk—lwhl—lk v, - Ny,
K Feoknz, ’ F

C?}IF((P;,, @n)s @n,wp)) + CIVAF((P;,, @), (@, Wh))

Cth((Ph» ®n)s (qp-wp)) -

._ % 0,F 0,F 0.F 0.F 0.F
- ? r Hk_1§0hnk_1ll/h + Sz ((1 - Hk—l)q’}” (1 - Hk_l)wh)

+ K /F )" (V) - T (Vew)+S) 1 (1 = 1)y, (1= T ),
0l ). ) 1= =2 /F 0" () - 10 (V).
by, (s W), Cp) 1= —%/FH%FC}I H%_F]ll/h,
ef (W &) 1= T Wy &) + e T (w0 &)

p
=% | TG, + 897 =)y, (1 =T,

73 F
D 2 2 V2.F
+= / (Vi) T (V48T (1 =T Dwy, (1= TLF)E,).
F

(4.42)

(4.4b)

(4.4¢)

(4.4d)

(4.4¢)

(4.4f)

We assume that the stabilisation terms S?’K, SIV’K : V'}‘I(K) X V'}‘I(K) - R, Szv’F : R’;l'l(F) X Rfl'l(F) — R, and

V2,F
S3

: WZ (K)x W';l(K ) — Rare positive semi-definite inner products for any polyhedron K € €, and face F € X,
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and there exist positive constants Cy, C Csz, Cy3, Cyy, Cy5 (independent of A and K, F) such that

sl»

c—l’%"||vh||2 < K@y 0) < Coo Loyl (4.52)
M|Vh|1 « <S8y < Cs1H|Uh|1,K’ (4.5b)
Co Ll < §’F<wh,wh) < CaLllwl. (450)
C;, rc|wh|1 r <8 v < Caxlwl? (4.5d)
2 ealf < S97 G ) < cs4”—;’||ch||2, (4.50)
2 b 216l < SY @) < Cs I - (@.5f)

Discrete problem. Find (u,, (py, @), wy) € V’;l X (QZ‘1 X R’;l_l) X W’}i such that

ap(up, vp) + b1, (py> @p)) = Fp(vy), (4.6a)
bin(@p, (@ns Wi)) — c1p(Prs @) (@ wi)) + (boy + b3p)(qps i), wy) = G ((qhs Wi, (4.6b)
(bap = b3p) (P> @1)s Ep) + oW, €p) = My(Ep), (4.6¢)

for all v, € V}, (g5, wy) € Q7! XRF™!, ¢, € W, whith the discrete right-hand sides:

Fywp) = Y Frwy = Y (f. 1 v,

KeQ, KeQ,
Gilany) = Y, Gr@pyy) == Y, @& wp,
Fex, FeZh
My =Y M) =~ Z (m, T ) .
Fez, T Fes,

5. Unique solvability of the discrete problem

Elementary algebra with Cauchy—Schwarz inequalities, the stability estimates of projection operators, the bounds
(4.52)-(4.5d), the trace inequality, provide the continuity (of all) and coercivity (of some) of the discrete operators

(A st )] < max (2 (1 + Coo)o a1+ Co) rCo gl o (5.1
(Apvy,vp) >mm{— o HC I o (5.1b)

(Ci(Pps @), (@, wp)) < max{ —(1 + Cy), k(1 + C) g, @) (@, wi)ll, (5.1¢)
(Cinlan wn), (@p, wp)) = mm{— 2 ,KCS31}||II/h||1 s 2 (5.1d)
{Copwp, Ep)l < max{;(l + Cy), ?(1 + C)Hlwpllo skl 5 (5.1e)

(Condin ) 2 mint 23 21l 3, + 16 ). 5.10)
(Bipvp, (qp, wp)) < max{1, Crlllvgll oll(gn wi)ll, (5.1g)

B (@n v Gn) < 1@ w12 5. (5.1h)
(B3p(qns W), En) < %“(thll/h)||”¢h”2,2’~ (5.1)

for all u,, v, € V’,‘l, P> 0n)s @y wy) € QI;,_I X Rz_l, wy, &y € WIZ~
The following proposition concerns classical polynomial approximation theory. It is formulated for scalar functions,
but also applies to vectorial functions.
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Proposition 5.1 (polynomial approximation [8]). Given K € Q;, and F € %, assume that v € H*(K) and y € H*(F),
with 1 <'s < k+1. Then, there exist v, € P (K), Ulf ‘=0, p, ¥, € P (F), and a positive constant Copx (that depends
exclusively on p from (M1)) such that for 0 < d <'s the following estimates hold
|U - Ulrld,K < Capxh;(_dluli,K’
S—d—1
|U_U,f|d,F SCapxhK 2|U|§,K’
ly — W;z|d,F < Capxhir_dlul&F'

Next, we focus on deriving a discrete inf-sup condition for the operator B,. We start by introducing a quasi-
interpolation operator for the Stokes problem as follows.

Proposition 5.2 (Stokes quasi-interpolator [13]). Let v € HL(Q) n H**X(Q) for 0 < s < k. Under the mesh
assumptions, there exist IZv € V;‘l and the positive constant Cys (independent of h) such that

s S 541
lv —Tvllox + hglv =Ll x < Cishd vl g1 p)

where D(K) denotes the union of the polyhedral elements in &, intersecting K, for all K € Q.

The construction of a novel minimal regularity Stokes Fortin-like interpolation is provided next, which in turn
enables the proof of the discrete inf-sup condition via the orthogonality property.

Proposition 5.3 (Stokes Fortin operator). For k > 2, there exists a linear operator ii : Hi Q) —» V';l satisfying the
following properties:

1. Orthogonality: Forv € HL(Q),

/Q divw - Tv)g, =0 Vg, €0 (5.2a)

2. Boundedness: There exists a positive constant Eis, independent of h, such that

1Bl x < Cyslvllx ¥V veHL(Q). (5.2b)

3. Error estimate: Forv € HL(Q) NH*(Q) and 0 < s < k, there exists a positive constant Cys independent of h
such that for all K € Q,

7S 7S +1
lv —Tvllgx + hglv = Lol x < Cishid |04 k- (5.2¢)

Proof. Step 1. Givenav € HL(Q), we first aim to construct v, € VI;; such that it is orthogonal to piecewise constants,
that is,

(diV(v - ;h)’ qO)Q =0 V 90 S PO(Q/’!) (53)

LetIll v = Izv for the interpolation Iiv S V’;l from Proposition 5.2. Define I, v € V';l (K) for all K € Q,, through the
DOFs as edge moments (D1II,v) and the cell moments (D3I1,v) to be zero and face moments (D2I1I,v) to be equal to

1 1 1 1
—/(sz-n§)=—/(v-n,€) and —/(sz)|F=—/v|F. (5.4)
hr JF hr JF hr JF hr JF

Note from the definition of Vfl, that II, v locally solves the following Stokes problem:

—AlLw — Vs = 0 for some s € L3(K),  div(ILv) = I)* div(w) in K, T =w, on 0K,
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where w, € B¥(0K) is defined uniquely through above DOFs. The continuous dependence of the data for Stokes with
the dependence of a constant on mesh regularity parameter p and dimension s, and not on domain K specifically for
star-shaped domains follows from [22, Exercise III.3.5 and Lemma II1.3.1]. This implies that

0.K 1 )
Ml x < ITy" divio)llo x + lwslli 20k S 101k + hK/ llw, ok (5.5)

with the L? stability of Hg’K and the inverse estimate for conforming VE functions in B¥(F) from [10] in the last step.

If ®; denotes the basis of BX(F) of dimension N(lfo’f for F € 0K and for j = 1, ..., Né‘(’)f, then we can write w, in
terms of basis functions {¢;} and the scaling ||@;|| p & A for 3D from [40] lead to

1 / 1
— [ dLv) —/v
he Jpo 0 hg JF

with (5.4) in the second step, the Cauchy—Schwarz inequality in the third step and the trace inequality in the last step.
The combination of (5.5)-(5.6) results in

-1
Ll x S Ay vl x + V1) k- (5.7

—-1/2 1/2
lwslly hy = he < ollp S 13 P wllox + 110l (5.6)

Then define v, := II,v + Iy(v — IT;v). Note that the definition of IL,v provides [, vy, - nIF< = [pv- nIF< and an

integration by parts proves (5.3). The triangle inequality, the boundedness of II,v and Proposition 5.2 show
lv— 5;,”1,1( Slv- H1V||1,K + h}l lv - 1_[1””0,1( s hi(”l/'”sﬂ,pu()‘ (5.8)

Step 2. Givenav € HL(Q) and U, € VX, the next aim is construct a bubble function T, € VZ. We set the DOFs of 1),
as zero for all edge, face and cell moments except the ones with respect to the divergence part. In particular,

/ div(;h)/‘t/k—l = / diV(U - Eh)/‘t/k—l fOI‘ all /l/k—l (S Pk—l(K) \ R (59)
K K
In other words, the definition of the space VZ(K ) implies that T, locally solves the following Stokes problem:
—AD, —V5=0 forsomese L*(K), div(v,) = Hg’_Kl diviw—-v,) inK, 7,=0 onoK.
An analogous argument as in [13] shows the existence of a constant C independent of the domain K such that
||l~f'h||1,1< < C||H2’_K] diviv —vp)llox < Clldive —vp)llgx < Cllv = vyl - (5.10)
Step 3 (proof of 1 and 2). Finally, given v € H.(Q), define iiv = v, + U, € V;. This with (5.9) for ¢, €
P_1(Q;) \ Py(€2p) Emd (5.3) for g5, € Py(Q;,) conclude the required orthogonality for g, € Q’}‘l_l. To the end, the
triangle inequality ||IZv||1,K <l|lv, - v_||1,K +lvlly x + 117l g followed by estimates (5.8) and (5.10) for all K € €,
conclude the proof of boundedness of Ii v.
Step 4 (proof of 3). For the H!-error estimate, the triangle inequality leads to
lv — ii””u{ <|lv _;h”l,K + ”;h”LK <A+0)|v —l_f'h”l,[( S hs||V||s+1,K (5.11)

with (5.10) and (5.8) in the last two inequalities. For the L2-error estimate, observe that the Poincaré inequality can be
applied to U, on each K € Q,, since it is zero along the boundary 0K, and hence the estimate (5.11) shows that

~ ~ s+1

1Tsllox S AIDL & S A 0N gh k- (5.12)
The triangle inequality and the Poincaré—Friedrichs inequality for v — IL,v since /a g U — ILv =0 from [31], lead to

IMLvllox S hxlv —ILo|; x + Pllox < hx(v] kx + TLvl ) + Ivllox S hklvli g + 12ll0 k-

with again the triangle inequality in the second step and (5.7) in the last step. This bound, the triangle inequality, and
Proposition 5.2 prove that

_ +1
lv =vpllox S llv=Mvllgx + hxlv =TLvl g S B V641 D)

Th?s and (5.12) in the triangle inequality ||v —Tvllgx < |lv —Dyllox + D4llox conclude the proof of Lz—errg]r
estimate.
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We also introduce interpolation estimates for the poroelastic plate in the following result.
Proposition 5.4 (poroelastic plate interpolation [33]). Forall F € Z;. Lety € H(l)(E)ﬂHrl X)and ¢ € H(Z)(Z)nHr2 )
withl < ry < kand?2 < ry < k+ 1. Then, there exist interpolation operators Illbh : H(l)(E) NH1(Z) —» Rfl‘l and
17, 2 H3(Z) nH™2(Z) - W), such that

P ri=j ;
IW_ILhW|j1,F SC]llth,l 1|W|r1,F’ OS-]] <1

1€ =1 Elpr < Gl ™21y p 0< ) <2

Finally, we establish the discrete inf-sup for the operator B .

Theorem 5.1 (discrete inf-sup). For sufficiently small mesh-size h, there exists a positive constant ' independent of
h such that

by, (qp, wp))

sup ———222 > Bllgpy)ll Vg w) € QT XRETL
vaV’,‘,\{O} “vhlll,Q

1

Proof. Following the proof of Lemma 3.1, given y;, € R’;_l, q, € Q’;_l and ¢;, := o]

) € H, () such that

Js wp there exists

divo; =—gq, —c, inQ, Ty -ng=0 onZX, |7l <8 Ulgslloq+ lwallis) (5.13)

and D, € H}m\z(g) c H!(Q) such that

—A’Ez + VqZh = 0, diV;z =Cp in Q, ,172 =yuny On Z, ’172 =0 onodQ \ >
satisfying the properties

Dy ng =y, on and |[Bll1q <A llwallis (5.14)

~ ~ o~ S< . =S~ .~ .
Next, we define v := v} + v,, and note that v € V’;l and div(I,v) = Hg_l(dw v) = q;. Thus, the combination
(5.13)-(5.14) leads to

S
Binn @nwp)) _ (Bial, 0, (@h, wp))
sup >

>
mevivoy 2l T30

1 =S
> — (Ilthl(";,Q + ) /H%_Flwh 0 @,)- nz>. (5.15)
F

Cislioll o KeQ, FEoKns,

Then, we rewrite the remaining term as follows

0,F 0,F 75~ 0,F 0F ~ T~
/Hk—lwhnk @) ng = Z <_ Z /Hk—lwhnk @-1,0) ny
KeQ, Feoknz, ’ F KeQ, Feoknz, / F
0,F 0,F~
- Z /(Wh_nk—lwh> L v-ny
Feoknz, / F
- Y [w(E-mr5)m
Feoknz, ’ F

+ Z /llfh;'"2>
Feoknz, / F
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= Z (T] +T2+T3+T4)
Kth

For the first term 77}, the Cauchy—Schwarz inequality provides

0,F 0.F ~ 759~
- Y < Y Iyl A @ - 1,5) - ngllo
KeQ, KeQ), FEIKNT,

~ SO
< Y Y lwllosle—T,8lor

KeQ; FeEoKnZ,

1 1
- - =S =~ =S
<Cr Y Y lwillr (h;uv—l,,vno,,(+h;<|v—1hv|1,,<>
KeQ; FedKnZ,

1
<CrGis D D lwall ghLIBI ¢
KeQ, FEOKNZ,

1
3 2
< i (llaallogllwll s + vl ) (5.16)
with the continuity of Hg’_Fl, and HZ’F in the || - ||y p norm for the second step, the trace inequality in the third step,

(5.2c¢) in the fourth step, and (5.13)-(5.14) in the last step with C; := C;Cjis (l?’ + ﬁ’ ). For the second term 75, the
Cauchy-Schwarz inequality lead to

0,F 0,F~
=X Y Y w1 wllo f I T - ngllg
KeQ,, KeQ, FEIKNZ,

SCpx 20 D hellwallp B - ngllo
KeQ;, FEIKNT,

2
S Capxh“lllh” 1,2’

where we used Proposition 5.1 and the continuity of H(;’F in the || - ||y, r norm for the second inequality, and the relation

U-ny = y,, together with (2.3) for the last inequality. For the third term T, similar arguments with C, := Capx(ﬂN’ + /?’ )
yield

~ 0,F~
=YY Y wallorll@ =1 D) - ngll

KeQ, KeQ; FedKnZ,

~ 0,F~
< D D lwllpllo -1 Bl

KeQ, FEOKNZ,

1
SCpx D0 D vl gh2IBI ¢

KeQ), FEIKNZ,

1
< Coh2 (llgnlloallwill s + vl )
Finally, for the last term T, using ¥ - ny = y, and (2.3), we obtain

> Ty =llysl?y (.17)
KeQ,

Thus, putting together (5.16)-(5.17) and invoking Young’s inequality, we can assert the following bound

3 1 1 1
z (T + T+ T3 +Ty) > (1 - E(Cl +Cph? - Capxh)”ll/h”iz - E(Cl + Cph? ”qh”%’Q' (5.18)
KeQ,
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—11 the combination of (5.15) and (5.18)

apx

Hence, for sufficiently small A < hy with Ay = %min{ g(C 1+ Cz)‘
imply that for some g, > 0

2 2
Bupwn: @ w)) _ o N9nllog + lIvallyy

sup ——— > — p > B lI(gn wi)ll-
vaV’,‘,\{O} ”vhlll,Q Cis ”V“l,Q
Therefore, the inf-sup condition holds with g’ := /30(\/_ (/3' )CIs) I'>o. O

Note that the unique solvability of the discrete coupled system (4.6) is a direct consequence of Theorem 3.1 applied
to the discrete product space X, := Vﬁ X (Q’Z‘1 X R'}‘l_l) X WZ.

Theorem 5.2 (discrete well-posedness). Assuming that h is sufficiently small, there exists unique discrete solution
Xp = (uy, (py. o), wh)T € X, to the discrete problem (4.6) assuming the continuous dependence of data provided by

lunllio + 11rs @)l + lwpllox < CUIfllg + llglls + limlls). (5.19)

Proof. For the existence and uniqueness in the finite dimensional setting, it suffices to prove that the solution of the
homogeneous discrete problem is trivial. Given homogeneous data f = 0,g = 0 and m = 0, let X, be a solution of
(4.6). Then we follow the analogous arguments as in Lemma 3.4 to obtain

ap(upy, vy) + bWy, (Pgs @4)) =0, (5.20a)
bip(p, (@ns wi)) — c1pn((Pps @) (G- wi)) + (b + b3)(qps i), wy) =0, (5.20b)
(byp, = b3p)((Pps @), Ep) + cop(wy, &) = 0. (5.20¢)

for all v, € VX, (g, wy,) € Q’;l'l X R’;l_l, and {, € W’;l The discrete inf-sup condition from Theorem 5.1, the first
equation in (5.20), and the boundedness of a;(-, -) (5.1a), imply the following estimate

by, (P> @)

Bllipnllog < Bllpp, )l < sup ———F7——
mevivioy  1Pallia
|ah(uh9 vh)l

sup
thV’;l\{O} ”vhHI,Q

Py
< max{7(1 + Cy0)s u(1 + Cyy), yCr }lully -

Next, elementary algebra with the test functions v, = uy, (g5, ¥y,) = (pp, @p), and {;, = wy, in (5.20) leads to

ap(up,up) + ¢, ((Pr> @1)> Ph> ©1)) — 23, (P> @), W) + cop(Wp, wy) =0

The coercivity of a;, from (5.1b) and the lower bounds of ¢, and c,;, from (5.1d) and (5.1f), and the boundedness of
by, from (5.11) in the above identity show

K 2 Pp D 9 1
0>mln{ 2 Y lu h” ||<Ph|| —lopli s + —llwpllys + ——Iwpl5 s — =ll@pllozllwsllos
Cso C, ozt C., =" e, =" 7e, 237 7 ) s
C0 2 K 2 Pp € 2 D 2
> min{ 2w || ———)||(P gy + =—lonlis + (== = Iwullgs + —lwpl5 .
CsO Csl " TCs2 €T hloz Cs3 Az TSCS4 T hloz TCSS hlaz

Finally, and similarly to the continuous case, we can infer thatu, = 0, ¢, = 0, and w;, = 0 by choosing ¢’ such that
O

CO

6. A priori error estimates

This section establishes the convergence of the VEM from Section 4. We start by defining the total error, total
discrete interpolation error, and total continuous interpolation error as

ey, =¢y, e, tey, e, = |u—upll o+ Ilp—pullog + |w—whllys + |0 — @l 5
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e t=ep +eu ey tey =l —Bulli o+ oy — TN pllog + llop = I 0llx + llwy, -1 ,wl
X uy i w;, @) h 215 o) Ph r—1Pllo.Q Pp LAz n— W2z,
. . S 0,K P P
ey i=eu tep ey tep = lu—Tull o+ llp—IL7 pllog + llo — Il,h(P”LZ + ||w - Iz’hw||2,2,

respectively. The following result provides a bound of ez, in terms of the data approximation, polynomial approxima-
tion, and interpolation errors.

Theorem 6.1 (energy-error estimate). Assuming that h is sufficiently small, let X € X and X;, € X,, be the unique
solutions to (2.2) and (4.6), respectively. Then, the following estimate holds

K K 0,K V.K 0,K
€z, <C, Z [”F - Fh ”(VZ(K))/ + [lu - Hk u”l,K + [lu— Hk u”l,K +Ilp— Hk_1P||0,K
Ke,

1S F F F F
+ =Tl + a; . <||G = Gy gt oy + M7 = MY Nty
€ Ny,

0.F 0.F V.F 0.F
+ llu—I0 ullor + llo —IL7 0l p + llo — 11,7 ol F + llw —IL wlly ¢

V2, F V2.F P P
+ llw -1, " wlyp + llw -1 " wllyp +lle -1 el p+ llw- Iz,hw||2,F>]~

Proof. The continuos problem (2.2) and the discrete problem (4.6) show that ?c: = (u, — izu, (py — Hz’_Kl D@y —
Ilih(p), wy, — Ig’hw)T € Vi x (Q’;l‘1 X R';l‘l) X WK is the unique solution to
ay(uy, = B, v) + by @y, (0 = T)_ p. o = 1} ,0) = F(wy),
bin(uy = Ty, (@ wa)) = €13 (P = TI_, 2 @4 = 1} ,0): (@p W)

+(bop, + b3 W), — 15 ,1w0) = G((qps wp))s
(byp, = b3p)((py — Hg_lp, Pp — Ilih(l’), $n) + eyp(wy, — Il;’hw, $n) = M(Ch),

for all v, € VX, (gpw;) € Q7' x RE7! ¢, € W Here, the global polynomial projection of p is given by
Hg_l Pl = 1'[2’_1(1 p. Whereas, the new discrete right-hand sides are defined by
F(vy) := |au,v;) — a,(Gu, v))|
+ [D1@1 0. 0) = b1 (0. (T .17 )|
+ (F, = F)(vp)
= Fi+FK+F, (6.1a)
Gv((lhu W) 1= [b1(u7 (Gn, wp)) — bmd?,u, (n> ll/h))]
+ | 0) @ v + @ .18 00, @ )

+ [bZ((Qh'Wh)’ w) = by ((gp> Wp)s Ighw)]

+ [b3((qh~‘//h)7 w) = b3 ((qn> W), Ig,hw)]

+ (G — G)(qp. wp)

M@ =[5 0. 6) = by .1 F 00,6
+ |3 @60 + ban(@_p. 1 0.6

+ [cz(w, &) — (@S 10, gh)]
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+ (Mj, — M)(Ey)
=. M1+M2+M3+M4. (610)

Therefore, the discrete dependence on data (5.19) implies that
ez < C (1Bl yy + 1G] g tgicty + 10 iy )

Next we aim at bounding the functionals in (6.1). The consistency with respect to polynomials of the stabilised terms
that define the local forms in (4.4) are given as follows for all K € Q,, and F € %,

ap () u,vy) = K (0 u,v)), (6.22)

a) () X u,v)) = VKA u,v),), (6.2b)

C?}lF((th H,(z_Fl @) (ap.wp)) = c(f’F((ph, H‘;_ﬂ ®), (Gn, Wp)), (6.2¢)
;T (o T @) (@ wi)) = ¢ (0 T ). (g W) (6.2d)
cg;lF(Hg’Fw, ¢y = cg’F(Hg’Fw, S (6.2¢)

szhz fary w6 = ¢ Z’F(HZZ’FW, Cn)- (6.2f)

The previous identities follow from the polynomial projections defined in (4.1)-(4.3), and the discrete bilinear forms
given in (4.4). In addition, the following equality holds due to the triple scalar rule and the anti-commutative properties

/F(HZ’Fang) : <(vh —H%th)xng> - —/F(Hz’Fuxng)- (ng X (v, —HZ’th))

= —/F <(H2’Fu x nt) x nz> . <vh - H%th)>
=0. (6.3)

Next, the triangle inequality, (6.2a)-(6.2b), (6.3), and the idempotency of the polynomial projections applied to F;, and
F, lead to

< Y [ @-10%u,0,) - )X @ - 1) u,0,)|
KeQ,
+ Z |aV’K(u - HZ’Ku, vy,) — aZ’K(iiu - HZ’Ku, vh)|
KeQ,
+ Z |aZ’K(u - Hz’Fu, vy,) — ai’K(iZu - Hg’Fu, vh)| ,
KeQ,
- div,K 0,K
DY LA IR WY R0
KeQ,
¥ K 0,F 2K 0,K 0,F
+ Y, [ @n oo =0T o) - b3 @ 0K . 0 — T )]
KeQ,

Using (3.1a) and (3.1g) for a(:,-) and by, (-, -) (resp. (5.1a) and (5.1g) for a,(-,-) and b;,(:,-)), we can readily obtain
that

L K K 0,K V,K T
”F”(V’;l)/ <Cgp Z <”F - F, ||(V’;1(K))’+”u_nk u“l,K"'”u_Hk u||1,K+||u_I;slu||l,K
KeQ,

0.K 0.F 0.F p
+ llp =157 pllo.x + Z (Il =ML ullg p + llo =10, @lly p + ”(P_Il’h(Plll,F)) (6.4)
FeIKNE,
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with C = max{ p%( 1+ Cy), u(1+Cy), yCr, 1,Cr}. To address (6.1b), the triangle inequality, basic manipulations,
(6.2¢)-(6.2d), and the definitions in (4.1)-(4.2) imply that

61| < Y K @ - Tu @ v
KeQ,

+ > [ - @ v — B @ = T (@)

KeQ,
X 0,F 0,F 0,F 0,K 0,F
Gao| < Y [V @0 =T 0) @) — b (@YK 1 0 = T ). (@ i)
FedKnz,
\% \% v,
+ Z ‘cl Tp o =T 0), (@ wn)) — th((Hk AR Hk " 0). (g h))‘,
FedKnZ,
X o
Gl <2 - / Vs, - Vsw + / H%_’Z(Vzwh)-Hi’_ﬁ(vzaghw»‘
T Feoknz, ! JF F
a
_ /vm Vy(w —1I1" Fw)+/l'[k (V) - HOF(VZ(I HZ’Fw))‘,
T Feokny,
1
Gyl <= /wwh+/H0F LTy,
4 Feoan
1
== /(w H w)u/h+/ g’F(Ig’hw—Hg’Fw)Hz’_Flwh .
Fealmz,,

In turn, the bounds in (3.1¢), (3.1g), (3.1h), and (3.11) for ¢; (-, ), b1 (-, -), by (-, -), and b3 (-, -) (resp. (5.1c), (5.1g), (5.1h),
and (5.11) for ¢y,,(:,*), by (-5 +), byp (-, +), and bsy (-, -)) inspire the following estimate

~ IS F F
1G] gt txwe-ty < Co D (”“ ~Gullig+ Y (16" = G}l g1kt ryy
KeQ, FeoKnZ,

0,F 0,F V,F P
+ llu—I0 ullop + o =107 0l p + 1o =1L 2 @l F + 1l =1 0l F

0,F V.F P
+ Jw =T wlly f + [l — TTY w||2,F+||w—12,hw||z,F)>

with Cs = max{ %"(1 +Cy), k(1 +Cy), 1,Cr, %, %}. Finally, the M,’s (i = 1,2,3) are bounded as follows

a
< - —/ V2¢'V2§h+/HOF(VZ(I h(p))nzi(vzgh)
T Fedkng, F
ey / Valo - g) - Vyw + / 07 (Vs 0 - 11 ) - I (V55|
T Feokng,! JF
. 1 0, 0,
M,| <= /Chfp—/HkFChH F(Iphfp)‘
T Feokns, F
1 0,F 0,F 0,F
== /Ch((p Hk l(p)+/Hk Chnk—l(lih(p_nk—l(p)”
Fealmz,, F
i< Y [ -0, g - S8 w - 0w, ¢,
FeoKnZ,
2 2 2 2
+ Y e - w6 - e S e - TG, . 6]
FeoKnz,
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where (4.1)-(4.3), and (6.2e)-(6.2f) were used. From (3.1h), (3.11), and (3.1e) for b,(:,-), b3(-,-), and c,(-,-) (resp.
(5.1h), (5.11), and (5.1e) for by (-, ), b3, (-, -), and ¢y, (-, -)) we readily see

/ 0,F V.F
”M”(Wl;l)/ SC}VI Z 2 (”MF_M;I,?”(W;(I(F))/ + II(P_Hk_l(Plll,F+“(/’_Hk_l(PHI,F
KeQ, FEIKNT,

P 0,F V2 F p
+lle =1 0l p+llw—-IL" wlyp+ w10 " wlly p + [lw - IMw”z,F) (6.5)

with Cpy = max{f—g’(l + Cyy), g(l + Cys), %}. The proof is completed after specifying the constant C, :=
max{C, Cg, Cy; } together with (6.4)-(6.5), and applying the inverse triangle inequality ez — ez« < ex: . O

We finalise by stating the convergence result of the virtual element scheme.

Corollary 6.1 (convergence rates). Under the small h assumption, let X = (u,(p, ), w)' e H(Q) x (H(Q) x
H1(Z)) x H2(Z) and X, € X, be the unique solutions to (2.2) and (4.6), respectively. Moreover, assume that
fe F'(Q), g € H'2(Z), and m € H2> () with0 < s < k, 1 <r| <k, and?2 < ry < k+ 1. Then, the
total error decays with the following rate

e}h S Ceh

(Il + 1plog + 190, 215 + 10l ox + [Flicy + lgloax + Il ax )

where # = min{s,r; — 1,r, — 2} and C, = C,max{Cjs, Cy 1p, Cy1r, Cypy } > 0.

Proof. The data approximation terms can be bounded similarly as in [6, Lemma 3.2] and [33, Theorem 4.1]: For all
KeQ,andall F € Xy,

”FK - F;f”w’;([())/ < hslfls—l,K’

F F -1
IG" -G, ”(Q’;,‘luoxR’;,‘l(F))/ <hPT gl -2 s

-
M - Mf“(W”‘I(F))/ <A ml, g

This, together with Propositions 5.1, 5.3, and 5.4 applied to Theorem 6.1, finishes the proof. O

7. Implementation

The numerical implementation has been done with the library VEM++ [12], a C++ based VEM solver. The code has
a hierarchical structure, which considers 3D polyhedral elements that contain 2D polygonal faces (an element in 2D),
all the corresponding edges, and points. Since the faces of each polyhedron are tightly integrated into the definition and
corresponding DOFs of a 3D VE space, defining an independent 2D VE space on the same mesh becomes non-trivial.

To avoid this complexity at the time, we separately implemented the bulk part corresponding to (2.2a)-(2.2b) and
the surface part in (2.2c)-(2.2e). VEM++ provides functionality to generate a 2D mesh from a given surface of a 3D
mesh with the class vem: :mesh2dGeneratorFromMesh3d. The resulting 2D and 3D geometries are then linked by
the class vem: :mesh2dAnd3dConnectorData, which establishes a bijective mapping between their corresponding
points and elements. A schematic overview of this process is shown in Figure 7.1. Then, the coupled problem (4.6) is
solved with an optimised Picard iteration (fixed-point). The rest of this section is dedicated to prove the convergence
of this alternative method to the target solution.

Define the two sub-problems to be solved as follows

A, BEDY (uy F - B . ko (yk=1y/
i = 1h
<Bf§f 0 Ph 0 in (V, xQy™, (7.1a)
_Clh B* + B* o G, — Bz,rh . - .

Note that the coupling terms (Bi’;”")* and BIE:" consider their respective coupling variables 9, and r;, as input data.
The well-posedness of these decoupled problems is provided next.
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vem :: mesh2dGeneratorFromMesh3d

XZ,Iocal

vem :: mesh2dAnd3dConnectorData

Figure 7.1: Diagram for creation of a 2D mesh from the surface of a 3D mesh, the bijective map between entities in 3D
and 2D is shown with blue and grey arrows.

Lemma 7.1. Given the data f € L*(Q), g € L2(Z), m € L%(X), and the coupling terms 9, € Rﬁ_l, andr, € Vl;;’
there exist unique solutions (uy,, ph)T S VZ X Q';l_l, and (@, wh)T S R’;l'l X W’;l to (7.1a) and (7.1b), respectively.
Moreover, there exist two positive constants C; and C, such that

luplli g + lpalloa < €y (I loq + Crlldullis) - (7.2)
lonllis + lwpllas < G (lgllos + lImllos + Crlivallig) - (7.2b)

Proof. The operator A, is coercive and bounded from (5.1a), and (5.1b). Note from (5.1g) that the operator B‘lli,:’ is
bounded and satisfies the discrete inf-sup condition provided in (5.15). Therefore, Theorem 3.2 provides the bound in
(7.2a). On the other hand, the stiffness matrix in (7.1b) can be split as follows:

< _Clh B;h +B;h) — <_Clh 0 > + ( 0 B;h +B;h> .

By, — By, Can 0 Gy By, — By, 0

This observation, together with (5.1d), (5.1f), Lemma 3.2, and Lemma 3.4 applied to Theorem 3.1 imply the bound in
(7.2b). O

The previous result motivates the definition of two solution operators
Sin RN o VEX QI 9, 0 (8114(90): S12n @) T 1= (uy.pp)
Sop : V];, - R’Z_l X W’Z’ r), = (So1L), Sop )T 1= (@, wp) T
In particular, the fully coupled problem (4.6) is equivalent to solving the following fixed-point equation:

Find ¢;, € R}™!, such that A, (¢;) = ). (7.3)

where A, : RE™1 — RE=1 s defined as A (@p) 1= S514(S114(¢p))- Lemma 7.1 shows that Ay, is well-defined. The
following theorem provides the well-posedness of (4.6) via an equivalent fixed-point argument.

Theorem 7.1. Assume that h is sufficiently small. Then, the operator Ay has a unique fixed-point @, € S;, and the
continuous dependence on data (5.19) holds.
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Proof. To prove existence of a fixed point, we invoke the Brouwer fixed-point theorem. Let S;, = {9, € R’;l_l :
19,15 < éz(||g||o,z + |Imlloy + Crlluylly o)} (where uy, satisfies (7.2b)). It is easy to see that S, is convex and
compact set (closed and bounded ball in R’;_l), and A,(S;,) C S),. Indeed, for any ¢, € S,

AR @DI1s < 182121 1@ s + 15224 (S11A(@ )0 < Calligllos + Imllo s + Crlluglly o}-

It remains to show that .4, is Lipschitz continuous, and hence continuous. To do this, given (@, py;) "> Uy, Pop) " €
V’;z X Q’;l_l solutions to (7.1a) with respect to 9,5, 95, € R’;l_l and (@1 w1p) "5 (Paps Wap) | € R’}‘l_1 xW’;l solutions to
(7.1b) withrespecttory,,, Iy, € VZ' Thus, we obtain the following sub-systems from the subtraction of these problems:

i (915 =99 s
Ay BEOY (uyy =gy _ —(Blh( th=0an)) in (VExQkly
BTZV 0 Pin — Pan 0 h h ’
- B* +B* - _pZT1nTp)
(% ) ()= () e
2n — D3y 2h Wyp — Wy 0

Lemma 7.1 provides that

14,81 = Sl s = 18214(S11aW15 = Sl 1z < CoCrlIS 1101, — 9a)llig < CLCCHIS, = 9ol 5.

Hence, the Brouwer fixed-point theorem implies that there exists a fixed-point solution to (7.3) in the set S;. The
uniqueness of this solution and continuous dependence on data follows from the equivalence between the fixed-point
formulation (7.3) and (4.6), together with Lemma 5.2 and the small 4 assumption. [

8. Computational results

This section presents numerical results illustrating the properties of the proposed discrete scheme (cf. Section 4). We
show the optimal behaviour of the method under different polyhedral meshes. Finally, we simulate a simple application-
oriented problem.

The total computable error is defined as usual in the VEM framework using the local polynomial approximation
of the discrete solutions as follows

. V.K 0,F V2, F
o = e =1L " uylly o + llp = prllog + llo =1L " @l s + llw—11, " wlly 5.

In addition, the experimental order of convergence r(-) applied to either error € of the refinement 1 < j are computed
from the formula r(&)/*! = log (&/*! /&/) /log (h/*!/h’), where the h’/ denotes the mesh size on either bulk or plate,
depending on the context. The fixed-point algorithm is set with a tolerance of 10~!° applied to the #2-norm of the
increments, defined as the difference between the DOFs at the iteration i and i — 1 of the fixed-point algorithm. In turn,
the stabilisation term SlV < (uy,, vp,) follows the “diagonal recipe"” introduced in [4], while for the remaining terms we
simply use the well-known DOFI-DOFI stabilisation.

8.1. Example 1 (convergence rates under uniform mesh refinement)

We consider the four different discretisations as depicted in Figure 8.1 of the domain Q = (0, 1) with the sub-
boundaries defined by the sets I', = {(xl,xz,x3) €0Q : x3 < 1/2}, I, = {(xl,xz,x3) €0Q:1/2<x3< 1},
and £ = {(x],xz,x3) €0Q: x3= 1}. Note that, ny = (0,0, 1). We set unity model parameters and define the
manufactured solutions by

u(xy, Xy, x3) = (cos(x3) sin(x,), cos(x;) sin(x3), cos(x,) sin(xl)) , plxy, xy,x3) =sin(2rx;) sin(2wx,),
w(xy, Xy, x3) = U(X],X9,X3) " Ny,  @(X],X9,X3) = —0(X1, Xy, X3)N5 * Ny.

Note that the right-hand sides f, g, m are sufficiently smooth, as they are derived from the prescribed manufactured
solutions. Moreover, the non-homogeneous boundary conditions require a minor adjustment to the linear functionals.
Such a modification does not affect the analysis presented in this paper.

The error history is reported in Table 8.1, where we observe an asymptotic O(h*~!) decay of €3+ as predicted
by Corollary 6.1 for all the proposed meshes listed in Figure 8.1. In addition, we provided a detailed account of the
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(a) Cube. (b) Octa. (c) Voro. (d) Nine.

Figure 8.1: Example 1. Cross-section of a variety of meshes used in the accuracy verification test.

7

heue | Pplae | 8 [r@)| & [r@W| &, [r@)| & [r@u)| &, [rE,)]it]
8.66e-01]/5.00e-01[1.19e-00|  [6.37e-02| * [6.34e-01] * [2.53e-01| * [9.76e-01| * [4
4.33e-01|2.50e-01{6.67e-01| 0.84 |3.95¢-02| 0.69 |2.28e-01| 1.47 |1.97e-01| 0.36 |5.93e-01| 0.72
2.89e-01|1.67e-01|4.38e-01| 1.04 |1.75e-02| 2.01 |1.07e-01| 1.88 {1.27e-01| 1.08 |4.04e-01| 0.94

2.17e-01|1.25e-01|3.25e-01| 1.03 |9.64e-03| 2.06 |6.09e-02| 1.94 |8.75e-02| 1.30 |3.07e-01| 0.96

8.33e-01|5.00e-01|1.19e-00| * [6.28e-02| x [6.38e-01| * [2.53e-01| * |9.76e-01| %
4.16e-01|2.50e-01|6.68e-01| 0.84 |3.96e-02| 0.67 |2.32e-01| 1.46 |1.97e-01| 0.36 |5.93e-01| 0.72
2.08e-01|1.25e-01|3.24e-01| 1.04 |9.65e-03 | 2.04 |5.73e-02| 2.02 |8.75e-02| 1.17 |3.07e-01| 0.95
1.04e-01|6.25e-02|1.60e-01| 1.02 |2.34e-03| 2.05 |1.45e-02| 1.98 [3.58e-02| 1.29 [1.56e-01| 0.98

5.77e-01|3.33e-01|8.39e-01| * |4.64e-02| *x |3.47e-01| x [2.28e-01| * |7.28e-01| x
3.46e-01|2.04e-01|5.23e-01| 0.93 |2.24e-02| 1.42 |1.44e-01| 1.73 |1.52e-01| 0.83 |4.78e-01| 0.86
1.73e-01|1.01e-01|2.58e-01| 1.02 {5.13e-03| 2.13 |3.57e-02| 2.01 |6.16e-02| 1.28 |2.48e-01| 0.93
1.09e-01|6.41e-02|1.64e-01| 0.97 {1.99e-03| 2.04 |1.41e-02| 2.00 |4.01e-02| 0.95 |1.59e-01| 0.99

7.19e-01[4.47e-01|1.17e-00| * |7.53e-02| * |5.34e-01| % [3.53e-01| * |[9.76e-01| x
3.59e-01{2.24e-01|6.93e-01| 0.75 |4.00e-02| 0.91 |1.84e-01| 1.54 |2.26e-01| 0.64 |6.27e-01| 0.64
1.80e-01|1.12e-01|2.98e-01| 1.22 |7.78e-03| 2.36 |4.22e-02| 2.12 |7.53e-02| 1.59 |2.85e-01| 1.14
8.98e-02[5.59e-02|1.48e-01| 1.00 |1.89e-03| 2.03 |1.06e-02| 1.98 |3.25e-02| 1.20 |1.44e-01| 0.97

Cube

Octa

Voro

Nine

Ararpwllooansessplses s

Table 8.1
Example 1. Convergence history and Picard iteration count for a variety of meshes.

computable error for the variables of interest, obtaining their corresponding optimal rates of O(h*) for u, p, and O(h*~1)
for w, @, respectively. The last column shows the number of iterations required by the fixed-point implementation.
Snapshots of the variables of interest (projected to the respective polynomial spaces) are shown in Figure 8.2 for the
Octa mesh (see Figure 1(b)) in the last refinement step.

8.2. Example 2 (immune isolation using encapsulation with SNM)

The islets of Langerhans, or simply islets, are a cluster of endocrine cells within the pancreas that play a central role
in regulating metabolism. Among these, f-cells are specialised in producing and secreting insulin, a hormone essential
for maintaining healthy blood glucose levels in the human body. In Type 1 diabetes (T1D), the body’s immune system
mistakenly targets and destroys these f-cells. The body loses its ability to make insulin, causing blood sugar levels
to rise uncontrollably, which has long-term consequences such as cardiovascular disease, nerve damage, and kidney
damage, to mention a few.

An alternative to exogenous insulin administration is the transplantation of pancreatic islets to restore natural insulin
production. However, this approach faces several challenges, including a limited supply of suitable donors and the
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Figure 8.2: Example 1. Snapshots of the variables of interest for the Octa mesh in the last refinement step.

need for lifelong immunosuppression to prevent rejection. Moreover, the autoimmune nature of T1D compromises the
long-term effectiveness of the treatment.

Islet encapsulation arises as a protective strategy that uses a semi-permeable membrane to shield healthy islets from
the host’s immune system. This membrane allows the exchange of glucose, insulin, nutrients, and small molecules,
enabling the survival and proper function of the transplanted cells while preventing their destruction [39]. We focus
on a simplification of the scheme presented in Figure 8.3. We adapt our model to this application by considering only
blood flow coming from the top channel of the device (regarded as the bulk subdomain) and the coupling with an
idealised 2D SNM (regarded as the poroelastic plate). Similar simulations considering the isolation chamber as a full
poroelastic medium can be found in [9].

The SNM offers a key design advantage in its ability to achieve precise control over extremely small pore sizes,
enabling selective molecular transport with high accuracy. Following [39], the membrane has a size of 1 mm X 3 mm
composed by 10° pores of width 7 x 1070 mm, length 3 x 10~3 mm, and depth 3 x 10~ mm. This composition allowed
us to compute the porosity of the membrane as ¢ = 7 x 1073, which we assumed to coincide with the Biot—Willis
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An anastomosis that connects the host
vasculature to the encapsulation device ‘7

Top channel

Isolation chamber for islets

s 1 |

Silicon nanopore membrane

Bottom channel

( Type 1 diabetes: T cells attack the
— islets in the pancreas

Figure 8.3: Example 2. Two-dimensional schematic illustration of the immune encapsulation device connected via
anastomosis to the host vascular system. The isolation chamber for islets is shown in yellow, encapsulated with the
SNM on both sides with arterial and venous blood in the top and bottom channels, respectively.

coefficient a. The experimental hydraulic permeability of the membrane is given as k = 7.5 X 1072 mm?> s? /kg
(already scaled by the inverse of blood viscosity u and characteristic length of the channel). The remaining coefficients
are given by p, = 7.95 X 10-19kg/mm?, D = 3.78 x 107*mm?kg/s?, and C, = 5.77 x 107! mms?/kg. On
the other hand, typical values for the blood channel (with depth of 1 mm) are consider: 4 = 3.5 x 10~®kg/mms,
p;=1.05x10"kg/mm?3, and y = 1.1x10~! kg/mm? s*/2. The anastomosis (see Figure 8.3) is done in such a way that
the change of pressure in the blood channel preserves the natural one from the body, given by Ap = 13.79kg/mms>.

The computational domain is presented in Figure 8.4 (top left panel), with a discretisation given by 15 X 15 x 45
cubic elements. The fluid has zero velocity on I 3 and the change of pressure is added in the model through traction
conditions on I'? and I'] . The plate is clamped and does not allow flux to escape from it (w = Vzw - nyz = 0, and
V@ - nyz = 0). Note that this configuration changes the plate pressure boundary condition, which now considers a
full Neumann type, necessitating the use of Lagrange multipliers in the formulation to impose uniqueness. Finally, the
time step and tolerance for the fixed-point iteration are given by 7 = 1 X 1078 and tol = 1 x 107>, respectively. The
experiment indicates that the parameters and the mesh should be rescaled to permit a larger time step.

Snapshots of the simulation are shown in the remaining panels of Figure 8.4 after 9 fixed-point iterations. We
observe that the blood velocity has a maximum value of 3.4 X 10~! mm/s matching with typical values of the human
body. In addition, the blood flow follows the expected direction, driven by the change of pressure. Finally, we observe
the small deflections of order 9 x 107! mm with their corresponding directions exactly in the zones where the fluid
goes in and out of the membrane.
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Figure 8.4: Example 2. Sketch of the computational domain corresponding to the top channel Q and silicon nanopore
membrane £ (top left), and snapshots of the fluid velocity streamlines in the top channel, highlighted in black. The
deflected plate is shown in the bottom part of the channel. The variables u,, and w), correspond to the associated polynomial
projections.
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